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Executive Summary 

Cognitive Robotic System for Digitalized and Networked (Automated) Insect Farms (CoRoSect) 

promotes research, innovation and robotization of the mass rearing in insect farms in order to 

optimize and scale insects as a relevant edible resource. The consortium aims to create cognitive 

robotic ecosystems that will replace humans cognitively and physically during the insects’ lifecycle. 

Considering CoRoSect’s system involves human-robot collaboration schemes, and sophisticated AI-

based cognitive perception capabilities, several legal and ethical issues are at stake. This report 

analyses the ethical and legal requirements concerning the CoRoSect automated rearing platform and 

suggests mitigation measures to comply with these requirements in the areas of AI, security, food and 

feed safety, animal welfare and data protection.
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1 Introduction 

CoRoSect aims to address food safety by developing sustainable solutions related to insect farming. 

Given that edible insects are valuable resources for farming animals, scaling their production and 

decreasing costs are necessary means to promote sustainable food supply in the following decades in 

the EU. In this sense, CoRoSect fosters research, innovation and robotization of mass rearing in insect 

farms in order to optimize and scale insects as a relevant edible resource. The consortium is currently 

gathering technical efforts to create cognitive robotic ecosystems that will replace human cognitively, 

physically and repetitive tasks during the insects’ lifecycle, including the transferring and handling of 

crates, monitoring of environmental conditions, larvae separation and detection, and insect feeding. 

Such a robotic ecosystem will be experimentally implemented in five insect farms in five European 

countries. The general goal of the consortium is to develop a collaborative environment between 

humans and robots in different manipulation tasks. 

Given CoRoSect’s system is consisted of human-robot collaboration schemes and sophisticated AI-

based cognitive perception capabilities, which process large amounts of data, several legal, ethical, 

privacy and security issues are at stake during all the stages of the project. In this context, KUL is 

expected to provide expertise on ethical, privacy and data protection matters involving the 

development and implementation of CoRoSect’s cognitive robotic ecosystems. In the D1.1 Ethical and 

Legal Framework: Initial Assessment Report, KU Leuven Centre for IT and IP Law (CiTiP) covered a 

wide spectrum of legal domains that may apply to the project. The first deliverable broadly presented 

issues related to liability, artificial intelligence (AI), safety, privacy, data protection, and ethics 

concerning human participants and research on insects. In general, the D1.1 Ethical and Legal 

Framework: Initial Assessment Report shed light on the AI governance, the legal framework on safety 

and liability, and data protection and privacy rules in the EU. 

In this second report (D1.2 Ethical and Legal Requirements Specification Report), the authors further 

analyse the ethical and legal requirements concerning the CoRoSect automated rearing platform, in 

addition to addressing mitigation measures regarding AI, security, food and feed safety and data 

protection risks. Realising trustworthy AI involves the respect and promotion of moral principles such 

as human autonomy, prevention of harm, fairness and explicability. In this sense, realising trustworthy 

AI depends on the application of rules and principles and implementation of technical and non-

technical methods to the entire life cycle of AI systems, which include developers, deployers, end-

users and broader society. As the CoRoSect technologies will be deployed in insect farms, the creation 

of ethically and legally compliant AI will also help to ensure that the food and feed can be produced 

in safe and hygienic conditions. The existing rules on food and feed safety and animal welfare rules 

will therefore be explored to guide the development of emerging technologies.  

The second chapter of this deliverable focuses on the challenges involved in the development and use 

of AI systems in the workplace environment in insect farms and suggests mitigation measures to 

address these challenges. The third chapter further specifies the safety and security challenges and 

recommends AI developers measures to safeguard the security of the system. The fourth chapter 

provides the applicable safety and hygiene requirements for food and feed, and animal welfare 

standards recommended by the industry for the insect farm operations. It suggests organisational 

measures to ensure compliance with good hygiene practices. The fifth chapter specifies the EU data 

protection principles and rules, providing guidance to implement data protection by-design measures 

in the development and use of CoRoSect technologies. 
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2 CoRoSect’s AI-Enabled Solutions: Ethical Issues 

Robots and AI already have significant impacts on the development of the social, economic and legal 

fabrics. If there is a novel movement from policy-makers to create a binding framework to promote 

trustworthy AI in the EU, reflections around the ethics and safety issues posed by automated systems, 

robots, and AI have occupied the minds of scholars and philosophers for a much longer period of time1. 

Ethical and safety issues regarding AI are vast. Robots poorly trained or lacking robust technical 

elements may put the privacy and personal data protection of individuals at stake, in addition to being 

manipulative and biased. Human-robot collaboration may include safety risks to individuals’ physical 

and mental integrity. Not to mention the economic dimension with social implications of replacing 

workers with automated, self-learning, autonomous machines.  

AI brings great opportunities to economic and sustainable developments. An ethical governance is 

necessary, however, to ensure the entire society benefits from it. Such governance is relevant to 

establish a framework with ethical principles that will bind the whole AI production chain. The EU has 

opted to address digital technologies with the compromise to promote ethical principles, fundamental 

rights as well as to support the functioning of the common market. Considering data does not stop at 

member states borders, a single governance framework tends to better harmonise the digital single 

market. Having this in mind, this chapter highlights the EU governance approach to AI, the ethical and 

safety risks posed by the technologies developed by the consortium and mitigation measures to such 

risks. 

2.1 EU Approach to AI 
The EU approach to AI aims to ensure that AI-based technologies are in compliance with ethical 

principles, fundamental rights, rules that guarantee the functioning of the common market and 

individuals’ safety. In the EU, AI shall be lawful, robust and ethical2. Lawfulness refers to the 

requirement of complying with applicable laws and regulations. In the EU, the regulation of AI includes 

an emerging regulatory framework oriented by the deliverables of the HLEG AI and existent rules on 

data protection and safety requirements3. Robustness relates to the technical reliability of the AI 

system, which might provide optimal performance and avoid at all costs vulnerabilities that might 

result in malfunction in specific conditions4. In opposition to optimal performance, an AI system poorly 

performs when it cannot operate well in a context that is considered normal by humans.  Ethics 

regards the need to adhere to ethical values and principles, including the respect for human 

autonomy, prevention of harm, fairness and explicability. Tensions between these principles may exist 

in the context of trustworthy AI. 

EU policies aspire to provide a governance framework favourable to the development of human-

centric AI. By and large, human-centric AI empowers rather than replaces humans. This means that AI 

systems must be able to offer an understandable explanation to the way it decides, must be open to 

 
1 Patrick Lin, Keith Abney, George A. Bekey, Robot Ethics: The Ethical and Social Implications of Robotics (MIT 
Press, 2014); Michael Anderson, Machine Ethics (CUP, 2011). 
2HLEG AI, Ethics Guidelines for Trustworthy AI, 8 April 2019, 
<https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=60419> accessed 19 November 2021. 
3 To cite a few: Directive 2006/42/EC of the European Parliament and of the Council of 17 May 2006 on 
machinery, and amending Directive 95/16/EC (recast) OJ L 157/24, 9 June 2006; Directive 2001/95/EC of the 
European Parliament and of the Council of 3 December 2001 on general product safety (Text with EEA 
relevance), OJ L 11, 15 January 2002 and the Artificial Intelligence Act (proposal). 
4 Ronan Hamon, Henrik Junklewitz and Jose Ignacio Sanchez Martin, Robustness and Explainability of Artificial 
Intelligence, (Publications Office of the European Union, 2020). 
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taking advice from humans and must have compatibility with ethical and moral values that are 

expected from other social agents. Essentially, human-centric AI differs from data-centric AI in one 

main aspect: the latter makes decisions based on big data models that are not understandable by non-

experts but also by the developers of the system5. Pure data-centric AI is no longer a conceivable 

model for EU policymakers. Given the EU ambitions to create an ethical-aligned environment to AI, 

the European Commission has created a comprehensive strategy that encompasses policy option for 

AI regulations6. Further details on how the EU AI strategy has been developed since 2018 are available 

on D1.1 Ethical and Legal Framework: Initial Assessment Report.  

In the European Union, the Ethics Guidelines for Trustworthy AI provide an ethical framework to be 

complied with by developers, deployers and end-users of AI systems7. The document was published 

with the contribution of the independent expert group, appointed by the European Commission (HLEG 

AI), and with the input of more than 500 interested stakeholders in the private and public sector. The 

Guidelines acknowledge that AI systems must adhere to the ethical principles of respect for human 

autonomy, prevention of harm, fairness and explicability. Particular attention should be given to 

contexts involving venerable groups, including children, persons with disabilities and others that have 

been disadvantaged or at risk of exclusion. Several mitigation measures to attenuate risks to human 

autonomy, harm and opacity are provided by the Guidelines and further explored in this deliverable 

in the section 2.4.  

More recently, aligned with the compromise to create a legal framework for AI that is grounded on 

ethical principles, fundamental rights and safety, the European Commission released, in April 2021, a 

proposal for an Artificial Intelligence Act8. The proposal includes a robust and flexible harmonised set 

of rules for the EU that may be directly applicable to all Member States. In precise terms, the proposal 

pursues to address the “opacity, complexity, bias, a certain degree of unpredictability and partially 

autonomous behaviour of certain AI systems, to ensure their compatibility with fundamental rights 

and facilitate the enforcement of legal rules”9.  

Furthermore, in the EU, the GDPR contains several provisions that are relevant to regulate the 

development of AI systems. The rules related to the protection of personal data are relevant to the 

extent to which AI systems are trained upon personal and non-personal data. Chapter 5 will provide 

more details on how the consortium shall comply with the regulation. The Directives on Machinery 

and General Product Safety are also relevant to AI developments, given some AI systems offer safety 

risks to individuals they interact with10. If enacted, the machinery regulation proposal is also likely to 

 
5 Communication from the Commission to the European Parliament, the Council, the European Economic and 
Social Committee and the Committee of the Regions, Building Trust in Human-Centric Artificial Intelligence 
Brussels, 8.4.2019 COM(2019) 168 final. 
6 Communication from the Commission to the European Parliament, the European Council, the Council, the 
European Economic and Social Committee and the Committee of the Regions: Artificial Intelligence for Europe 
Brussels, 25.4.2018 COM (2018) 237 final. 
7 ‘Ethics Guidelines for Trustworthy AI’, see note 2. 
8 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 
Artificial Intelligence (Artificial Intelligence Act - Proposal) and Amending Certain Union Legislative Acts 
COM/2021/206 Final. Hereinafter, Artificial Intelligence Act. 
9 Reasons for and Objectives of the Proposal, Artificial Intelligence Act.  
10 Directive 2006/42/EC of the European Parliament and of the Council of 17 May 2006 on machinery, and 
amending directive 95/16/EC and Directive 2001/95/EC of the European Parliament and of the Council of 3 
December 2001 on general product safety (OJ L 11, 15.1.2002, p. 4).   
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affect AI systems developed and deployed by CoRoSect. This proposal definition of AI is aligned with 

the one in the Artificial Intelligence Act proposal11. 

Despite the existence of disputes among scholars and experts around the concept of AI and its 

essential elements, AI can be initially defined as software systems that can create content, predictions, 

recommendations or even decisions that somehow impact the environment they interact with12. This 

software system may encompass: (1) machine learning with supervised, unsupervised and 

reinforcement learning using several methods of deep learning; (2) logic and knowledge-based 

techniques, such as knowledge representation, inductive programming, knowledge bases, inference 

and deductive engines, reasoning and expert systems; (3) statistical approaches, Bayesian estimation, 

search and optimization systems13. This definition is not legally binding, considering the Artificial 

Intelligent Act proposal has not been enacted yet. However, this proposal shed some light on the way 

the EU will likely regulate AI in the near future. In addition, the list of techniques used for AI 

developments will be susceptible to updates by the adoption of delegated acts with the goal to follow 

recent technological developments available to the market14. Ultimately, the scope of application will 

likely include providers, users, importers and distributers of AI systems inside the EU.  

2.2 Ethical Considerations 
The achievement of trustworthy AI depends on the alignment with ethical norms. Ethical norms are 

especially important when statutory law is not adapted to technological developments. This may 

happen when there is no political will or capacity to legislate at the same fast pace of technological 

developments. In this case, ethical principles should be mobilized.  

The High-Level Expert Group on Artificial Intelligence, appointed by the European Commission, with 

the contribution of private and public stakeholders created an AI ethical framework to govern AI 

technologies in the European Union15. This ethical framework is present in the following four 

documents: Ethics Guidelines for Trustworthy AI; Policy and Investment Recommendations for 

Trustworthy AI; Final Assessment List for Trustworthy AI (ALTAI); Sectoral Considerations on the Policy 

and Investment Recommendations.  In particular, the Ethics Guidelines for Trustworthy AI highlight 

that trustworthy AI is grounded on four ethical principles, namely the respect of human autonomy, 

prevention of harm, fairness and explicability. An extensive explanation on each of these principles 

is developed in D1.1 Ethical and Legal Framework: Initial Assessment Report. In the present D1.2, a 

summary of these principles is provided in the following sections. Moreover, mitigation measures are 

developed in 2.4. 

2.2.1 Principle of Human Autonomy 
The moral principle of human autonomy relates to the individual’s capacity for self-determination or 

self-governance. This capacity to make deliberate choices instead of merely being subjected by the 

interests of others is a cornerstone of liberal societies. AI systems that directly or indirectly interact 

 
11 Proposal for a Regulation of the European Parliament and of the Council on Machinery Products 
COM/2021/202 final; and Recital 63, Artificial Intelligence Act (proposal).  
12 Jan de Bruyne and Cedric Valeenhove, Artificial Intelligence and the Law (Intersentia, 2021); Art. 71, Artificial 
Intelligence Act (proposal).  
13 Annex I. Brussels, 21.04.2021 COM(2021) 206 final Annexes 1 to 9 to the Proposal for a Regulation of the 
European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial 
Intelligence Act) and Amending Certain Union Legislative Acts. 
14 Recital 6, Artificial Intelligence Act (proposal).  
15 See European Commission, High-level Expert Group on Artificial Intelligence, <https://digital-
strategy.ec.europa.eu/en/policies/expert-group-ai> accessed 1 September 2021.   

https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
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with human beings should respect the principle of human autonomy by preserving individuals’ self-

determination. In this sense, the AI Ethics Guidelines highlight that AI systems should not ‘subordinate, 

coerce, deceive, manipulate, condition or herd humans’16. AI systems are human-centric when they 

empower human capacities by enhancing individual possibilities of choice. AI systems should be 

designed to respect this freedom of choice and human autonomy.  

2.2.2 Principle of Prevention of Harm 
The principle of prevention of harm includes the dimensions of human dignity, mental and physical 

integrity17. AI systems should be designed in order to not cause any harm to these three aspects of 

the human existence. The European Union has historically established governance frameworks 

focused on the prevention of harm or damage. In this regard, for instance, the precautionary principle 

has been mobilized to ensure human health, among other things, in decision-taking involving risks18. 

Similar to the precautionary principle, the values related to the prevention of harm aim at preserving 

human dignity and integrity and should be invoked when a phenomenon, product or process may 

cause a harmful impact to human beings. The assessment of potential harm does not need to be 

determined with total certainty in order to motivate changes in the design of an AI system. Particular 

emphasis to the principle of prevention of harm should be given in contexts in which there is 

asymmetry of power or information. Such contexts include the relationship of employers and 

employees, companies and consumers, and government and citizens. 

2.2.3 Principle of Fairness 
Trustworthy AI systems must comply with the moral principle of fairness. The moral principle of 

fairness is complex and embraced by distinct philosophical theories. In this deliverable, the author’s 

purpose is not to explore the principle of fairness in the light of distinct theories. Controversies related 

to this moral principle will not be explored. Instead, fairness is presented according to the 

understanding of the High-Level Expert Group on Artificial Intelligence.  

In brief words, fairness encompasses substantial and procedural aspects. Procedural fairness relates 

to the decision-making process. Fair procedures have: (1) independent criteria to determine what 

constitutes a fair outcome of a certain decision-making process; (2) steps that ensure a fair outcome 

will result from the decision-making19. In AI systems, procedural fairness is ensured when there is a 

possibility to call into question an AI decision and, more importantly, to have effective remedies 

against it. In this sense, procedural fairness requires that AI decisions are identifiable and explicable.  

Substantial fairness relates to the content of the AI decision-making. It does not relate to the process 

of the decision-making itself, but with its outcome. AI systems must promote to the extent of their 

possibilities substantial fairness. Promoting substantial fairness translates into safeguarding just 

distribution of costs and benefits, treatment free of discriminatory bias, equal opportunities, 

avoidance of stigmatisation of historical vulnerable groups. 

2.2.4 Principle of Explicability 
Trustworthy AI systems are able to provide explanations regarding their decision-making. In practical 

terms, the principle of explicability requires from AI systems the capability to explain why they have 

created a certain output or even the reasons why they have decided in a certain way. The principle of 

 
16 ‘Ethics Guidelines for Trustworthy AI’, see note 2, p. 12. 
17 Ibid. 
18 Communication (COM(2000) 1final) on the precautionary principle <https://eur-lex.europa.eu/legal-
content/EN/TXT/PDF/?uri=CELEX:52000DC0001&from=EN>. 
19 J Rawls, A Theory of Justice: Revised Edition (Harvard University Press, 1999). 
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explicability partially ensures procedural fairness, considering it provides transparency to the AI 

decision-making process. In cases explicability is not technically viable, AI developers should at least 

ensure that their automated decision-making has traceability and is auditable. These extra safeguards 

aim to provide more transparency to AI systems.  

These four ethical principles (respect of human autonomy, prevention of harm, fairness and 

explicability) unfold into the core requirements to the practical implementation of trustworthy AI, 

which are summarized in table 1 below. 

 

     Table 1 Requirements for the implementation of trustworthy AI 

Each of these requirements has the same level hierarchy and must be fairly balanced depending the 

practical case they apply on. These requirements are extensively developed in D1.1 Ethical and Legal 

Framework: Initial Assessment Report. It is worth noting that these seven requirements shall be 

addressed during the AI system’s life cycles via technical and non-technical methods which are further 

developed in section 2.4 below. Ultimately, an entire life cycle of AI systems encompasses developers, 

deployers, end-users and broader society20.  

2.3 CoRoSect’s AI-Enabled Solutions: An Overview 
CoRoSect develops several types of technologies that fit into the concept of AI provided by the 

European Commission proposal for an Artificial Intelligence Act and by several legal scholars21. 

CoRoSect will create technologies equipped with vision-based systems and arms that handle crates, 

material for insect rearing and insects. In particular, robots will be integrated with machine vision in 

order to identify relevant objects and insects. In addition, robots will be trained with sound recognition 

to identify cricket sound waves. Robots will autonomously move on the shop floor and stop when they 

encounter obstacles. Robots will be trained by data collected from human workers in order to operate 

autonomously in the farms.  

CoRoSect’s AI developments are dependent on data. In addition, they include robots that behave 

autonomously and complex decision-making processes that are, at first sight, opaque to a layperson. 

These sets of characteristics may potentially affect the safety of humans involved in CoRoSect’s 

operations and their fundamental rights provided in the EU Charter of Fundamental Rights. 

Requirements for trustworthy AI aims at mitigating these negative impacts in the entire AI’s system 

life cycle. In particular, the protection of human dignity, respect for private life and protection of 

personal data, non-discrimination, workers’ rights to fair and just working conditions and a high-level 

 
20 ‘Ethics Guidelines for Trustworthy AI’, see note 2. 
21 Jan de Bruyne and Cedric Valeenhove, Artificial Intelligence and the Law, see note 12. 
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of consumer protection must be safeguarded22. In order to ensure that safety and fundamental rights 

are promoted and protected, the fundamental value concerning the freedom to conduct business, 

also enshrined in the Charter, is submitted to restrictions23. These restrictions translate into the 

obligation imposed on AI developers to guarantee that their system is built on high-quality data, 

besides the duties related to documentation and traceability, transparency, human oversight, 

accuracy and robustness. These requirements are expected to apply to high-risk AI systems. 

This section provides, first, an overview of AI-enabled technologies to be developed by CoRoSect that 

are relevant to this deliverable. Second, the legal, safety and ethical risks involving such technologies. 

Third, mitigation measures to such risks.   

2.3.1 Farm-level Modelling and Workflow Orchestration  
CoRoSect aims at improving the workflows in the farms to an optimal level. The optimization of the 

workflows will take into consideration processes encompassing robotic components and human 

workers. Modelling robotic and human activities involve the integration of data generated by sensors 

and robots, such as the crate temperature and camera recording, and data provided by human 

workers. In WP4, T4.3, the consortium highlights that the integration of robotic and human data is 

necessary to the creation of an intelligent and optimal workflow in the farm environment. Ultimately, 

the modelling system to be created by CoRoSect will guarantee that robots, sensors and other AI tools 

are properly interconnected and cooperating.    

The creation of an intelligent farm orchestration involves legal, safety and ethical risks related to (1) 

the training of robotic activities by the integration of human data, (2) vulnerabilities of the system to 

external attacks, (3) collection of data from workers and (4) camera recording.   

In this context, the quality of data matters to the mitigation of risks involving the AI system at stake. 

Errors in the data used to train the robots or unstructured data might undermine the reliability of the 

farm workflow and the safety of workers. Considering machine learning cannot fully grasp the context 

of the chores it performs, the system might count on high quality data during its training to safely 

operate in the farm. In addition, given robots rely on human-provided training data to operate, human 

bias may be involuntarily embedded into the system. Diversity and inclusion must be taken into 

account in the initial training data. Moreover, poor data training and sources may also represent 

security vulnerabilities to the entire system. In this regard, outdated data sources included in the AI 

model may give room to manipulation in order to change its behaviour to serve a harmful end goal24. 

Cyberattacks involving AI systems, in general, and CoRoSect’s robots, in specific, may compromise the 

safety of farmers and any individual related to the activity at stake. Current instances of cyberattacks 

include sensitive infrastructure but also the private industry.  Cyberattacks have resulted in permanent 

damage to manufacturers’ plant and equipment25. CoRoSect’s cybersecurity will be addressed in 

chapter 3 of this deliverable. Finally, the collection of data from workers and camera recording involve 

legal risks related to personal data protection and privacy. It is worth noting that the right to respect 

 
22 Articles 1, 7, 8, 21, 31, and 28, Charter of Fundamental Rights of the European Union [2012] OJ C 326/391 
Hereinafter EU Charter of Fundamental Rights. 
23 Art. 16, EU Charter of Fundamental Rights. 
24 Marcus Comiter, ‘Attacking Artificial Intelligence: AI’s Security Vulnerability and What Policy Makers Can Do 
About It’, (2019) Harvard Kennedy School Working Paper, < 
https://www.belfercenter.org/sites/default/files/2019-08/AttackingAI/AttackingAI.pdf> accessed 15 October 
2021.  
25 Anro Johannes Hermanus Redelinghuys, Anton Herman Basson and Karel Kruger, ‘Cybersecurity 
Considerations for Industry 4.0’ (International Conference on Competitive Manufacturing, February 2019). 

https://www.belfercenter.org/sites/default/files/2019-08/AttackingAI/AttackingAI.pdf
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for privacy and the right to personal data protection are two closely related but distinct rights. 

Similarities and differences of these two rights are extensively developed in D1.1 Ethical and Legal 

Framework: Initial Assessment Report at page 48. These privacy and data protection risks will be 

addressed in detail in chapter 5. 

The interaction of robots and humans in the farming context is aspired by CoRoSect. The 

orchestrations of workflows involve data training. The risks relate to safety of workers, the systems’ 

vulnerabilities, and privacy.  

 

2.3.2 Creation of AI-Enabled Robots with Perception Systems 
CoRoSect will intensively work on developing AI technology enabled to perceive the surrounding 

environment. The purpose is to increase farm level of autonomy and efficiency by equipping them 

with advanced AI perception methods. The development of AI perception methods will be built on 

human motion analysis and prediction. The analysis will include whole-body action, hand gestures and 

finger movements, such as sitting, standing, pointing, waving, lunging, among others. This human 

motion analysis and prediction undertaking will contribute to the development of robots equipped to 

handle material for insect rearing, feed and insects. 

At this stage, robotic perception includes machine learning algorithms that will enable the machines 

to learn from sensory data. Legal and ethical risks concern the processing of large amounts of data by 

covert means, including sensors and cameras. Individuals’ rights to respect for private life and to the 

protection of personal data, enshrined in the EU Charter of Fundamental Rights and the GDPR, must 

be safeguarded through the compliance with the GDPR requirements for data protection by design 

and by default26. 

CoRoSect implements sensors and cameras. These technologies may pose privacy and data 

protections risks. 

 

2.3.3 Robotic Actions Planning and Human-Robot Collaboration  
CoRoSect will develop robots equipped with vision-based technology to handle boxes filled with soil 

and insects and for handling crates. The robots will consist of robot arms and autonomous guided 

vehicles, with a high-resolution vision system and a tool for picking the crates. Different techniques 

will be tested to enable robots to autonomously discover and learn optimal actions for completing 

tasks set by both human operators and CoRoSect decision support system. The robots will be trained 

to stop in front of obstacles and when humans cross into their way. CoRoSect plans to make humans 

and robots coexist safely in the farms they operate by optimizing available information on human and 

robots’ location, crate sensors and task status.  

Human-Robot integrations throughout the project are aimed to achieve the following purposes: 

CoRoSect will develop machine learning techniques to train robots to learn from human input. 

Communications between robots and humans will be based upon methods that are responsive to 

individuals’ needs. In addition, the consortium will implement autonomous robotic systems to act 

without compromising human workers’ safety. Ultimately, CoRoSect will likely allow human workers 

and robots to work in the same environment in the farm in an optimal way.  

 
26 Articles 7 and 8, EU Charter of Fundamental Rights; Recital 78, GDPR. 
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In WP8, CoRoSect specifically works to create an autonomous and human-aware robot trajectory 

planning. The goal is to equip robots with sufficient intelligence to independently operate and to avoid 

crashing into humans while moving boxes without human workers’ control. To achieve this goal, ATOS 

will develop situation awareness algorithms. In addition, the consortium plans to design ubiquitous 

technologies that optimize human-robot communication on the insect care shop-floor. Wearable glass 

will be developed to provide workers with (1) indications of next robot steps; (2) information about 

the status of an ongoing task; (3) robot failure that requires human intervention.    

Besides risk concerns related to sensors as highlighted in the section above, the vision based 

technology scanner must take into consideration the privacy rights of workers. In addition, robotic 

action planning and human-robot collaboration may present risks related to the safety of human 

workers. Hazards related to workplace robotics include injuries and fatalities when human workers 

directly interact with robots. Injury and fatality risks also exist when there is no direct collaboration 

between robots and human workers. The Consortium has anticipated these risks and provided strict 

safety requirements to address them by following well-established and tested safety concepts for 

AGV. The D6.7 Safety Concept for Robotic Systems (Planning) presents requirements such as the 

‘movement of the machines should avoid any collision, no matter the object creating the issue (people 

or any unexpected element in the aisle). This gives us another requirement: avoid collision with any 

obstacle at all times’. The consortium takes into consideration that there will be people in the factory 

where the machines will operate. In D6.7 Safety Concept for Robotic Systems (Planning), it is also 

highlighted that even when people are not supposed to interact with robots, to maintain the highest 

safety measures regarding people, the requirements are that ‘people will access all areas (even if 

dangerous or forbidden) and people have to be safe at all times avoiding all collisions and near-miss’. 

CoRoSect aims at using cameras and AI algorithms to detect objects and obstacles with high reliability. 

This system may be able to detect a person with high reliability, according to the deliverable D6.7. 

Other safety requirements are expected to be addressed by technical partners. 

Training robots with vision-based technology may pose at risk the privacy of individuals interacting 

with the robots. Autonomous robots may also present risks to individuals’ physical safety and 

integrity.  

 

2.4 Mitigation Measures to Ethical Risks  
Following the overview of AI-enabled technologies to be developed by CoRoSect and the ethical risks 

involving such technologies, this section addresses mitigation measures that aim to ensure 

trustworthy AI. Such measures encompass technical methods and non-technical methods. Some 

measures such as high-quality data, documentation, traceability and transparency are, so far, explicitly 

expected from high-risk AI systems as strictly necessary to mitigate risks to fundamental rights and 

safety27. Risk mitigation measures must ensure responsible development of technologies and 

innovation. 

The European Union has worked on a risk-based approach to impose necessary measures to mitigate 

negative impacts posed by AI. In this regard, AI must fit into four categories: unacceptable risks, high-

risk, limited and minimal risks. Each level of risk imposes different sets of horizontal obligations. Even 

though regulatory burdens are expected to be imposed in cases AI systems are likely to pose high risks 

to fundamental rights and safety, in the EU, providers of non-high-risk AI systems are encouraged to 

 
27 Artificial Intelligence Act (proposal). 
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voluntarily apply the mandatory requirements for high-risk AI systems28. In this sense, developers and 

providers of non-risky AI systems are advised, on a voluntary basis, to create and put in place codes 

of conduct that reflect the mandatory mitigation measures imposed on high-risk AI systems29.    

CoRoSect’s AI system may represent limited fundamental rights and extended safety risks in the light 

of the definitions provided by the Annex III of the Artificial Intelligence Act proposal. Annex III is still 

not binding and susceptible to changes and updates. So far, listed high-risk AI systems include: (1) 

biometric identification and categorisation of natural persons; (2) management and operation of 

critical infrastructure; (3) educational and vocational training; (4) employment, workers’ management 

and access to self-employment; (5) access to and enjoyment of essential private and public services 

and benefits; (6) law enforcement; (7) migration, asylum and border control management. AI systems 

representing a limited or minimal risk to safety and fundamental rights are bound to minimum 

transparency obligations when interacting with humans, even though the recommendation to follow 

risk-mitigation requirements for trustworthy AI on a voluntary basis applies to AI systems that offer 

limited or minimum risks30.     

2.4.1 EU Ethical Framework for AI 
The EU approach and strategy to AI have centred on the concepts of trust and excellence. In this sense, 

policies and regulation related to AI have the mission to safeguard an environment prone to 

innovation and competition but also with fairness. In order to achieve these ambitious goals, the EU 

has put in place a strategic plan that involved the appointment of an expert group responsible for 

reflecting and elaborating guidelines and recommendations related to AI policies. 

The High-Level Expert Group on Artificial Intelligence (HLEG AI) work paved the way to the 

developments of the AI legal and ethical framework31. Even though the HLEG AI mandate came to an 

end in July 2020, the published deliverables in addition to the Artificial Intelligence Act proposal reflect 

the ongoing legal and ethical framework on AI in the EU. The rationale of the ethical framework 

provided by the HLEG AI reflects on the legislative proposal for an Artificial Intelligence Act. This ethical 

framework can be found on four main documents released by the HLEG AI: (1) Ethics Guidelines for 

Trustworthy AI; (2) Policy and Investment Recommendations for Trustworthy AI; (3) Final Assessment 

List for Trustworthy AI (ALTAI); (4) Sectoral Considerations on the Policy and Investment 

Recommendations.     

Given the D1.1 addressed in a detailed manner each of the four policy documents, this present 

deliverable will, first, briefly bring into light some important concepts to the implementation of 

trustworthy AI. Second, develop aspects that were not taken into account in D1.1 including technical 

and non-technical methods to the implementation of trustworthy AI. Third, correlate ethical and legal 

principles concerning the implementation of trustworthy AI to the specific technologies developed by 

CoRoSect.   

2.4.2 Practical Steps for Trustworthy AI 
The implementation of trustworthy AI requirements is a continuous process. It must start in the 

development phase and continue through the usage period. At this point, a rigorous analysis of the 

 
28 Recital 81, Artificial Intelligence Act (proposal). 
29 Title IX, Artificial Intelligence Act (proposal). 
30 Transparency obligation includes informing individuals that they are interacting with an AI system when it is 
not obvious.  
31 See European Commission, High-level Expert Group on Artificial Intelligence, <https://digital-
strategy.ec.europa.eu/en/policies/expert-group-ai> accessed 1 September 2021.   

https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
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requirements must be conducted, and re-designing possibilities must be considered if it is necessary. 

Trustworthy AI heavily relies on the ability of the technical team to evaluate whether the technical 

and non-technical methods are met and to justify such evaluation. These mitigation measures will be 

assessed in the D1.3. In this deliverable D1.2, technical and non-technical methods and requirements 

necessary to achieve trustworthy AI are presented. The Figure 1 below briefly presents the actors 

involved in the AI system’s life cycle. 

 

 

Figure 132 AI systems' life-cycle 

2.4.3 Technical Methods 
Technical methods aim to ensure that trust can be reflected in the design, developments and usage 

stages of AI technologies. Trustworthy AI depends on several design decisions. The subsections below 

provide an overview of the technical requirements for trustworthy AI33.  

2.4.3.1 Architectures for Trustworthy AI 

The architecture of AI technologies must include the requirements for trustworthy AI. To achieve this 

purpose, AI developers must set a list of ethically desirable behaviours and rules that the system shall 

always comply with (white list), and a set of rules and behaviours that the system shall never breach 

(black list)34. In addition, a monitoring system to safeguard compliance with these trustworthy guiding 

rules during the operation of the AI system must be implemented separately. 

To ensure that trust is built-in AI technologies that are constantly learning from new data, developers 

must attempt that the requirements for trustworthy AI are present in the entire life-cycle of the 

system. In this sense, the integration of the desirable and undesirable behaviours should follow the 

sense, plan and act stages of the AI system. 

In broad terms, when the CoRoSect consortium develops its robots to select the insects based on data 

learned and provided by human workers, it must bear in mind that: 

1. The technology must be developed in a way that recognizes all environmental elements 

required to ensure that the ethically desirable behaviours will be accomplished (Sense-Step); 

2. The technology must only take into account action strategies that adhere to the ethically 

desirable behaviours (Plan-Step); 

3. The technology must be limited to actions that realise the ethically desirable list created by 

developers (Act-Step). 

 
32 Designed by A.M. Corrêa. 
33 ‘Ethics Guidelines for Trustworthy AI’, see note 16; and HLEG AI, Final Assessment List for Trustworthy AI 
(ALTAI), July 2020.  
34 ‘Ethics Guidelines for Trustworthy AI’, see note 16. 
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2.4.3.2 Ethics and Rule of Law by Design 

AI developers shall safeguard that ethical requirements and safety rules are implemented by-design 

in their AI systems. By-design methods provide the paths companies should pursue in order to 

implement abstract principles into their systems. Trustworthy AI must comply with the ethical 

principles of respect for human autonomy, prevention of harm and fairness. 

The fairness principle encompasses a substantive and procedural dimension. On the one hand, 

substantive fairness relates to the concepts of equity and non-discrimination. On the other, procedural 

fairness concerns the ability of individuals to seek relief in case their rights are breached. The 

safeguard of procedural fairness also includes the ability of individuals to get an unbiased assessment 

of their demand.   

Human autonomy is a moral and political value that govern individuals lives in most western societies. 

Autonomy is the capacity to govern oneself by independent considerations and desires. Individuals 

should be able to live their lives with self-determination. Therefore, AI systems should not manipulate, 

coerce or deceive individuals with whom it interacts. A human-centric approach to AI requires that AI 

systems serve human autonomy as a moral and political value. 

The principle of prevention of harm requires that the freedom to act is limited to the extent to which 

it has harmful consequences to others. In this regard, AI systems should operate in a way they do not 

harm individuals’ mental and physical integrity. The principle of prevention of harm deserves special 

consideration in contexts in which AI systems interact with vulnerable persons or in situations 

permeated by asymmetries of power, such as the employment and governmental ones. The 

prevention of harm shall be attempted through the implementation of safety by-design, privacy-by-

design and security-by-design. High data quality is fundamental especially when techniques including 

the training of models are implemented. In this case, data quality will determine whether the AI 

system will operate safely and without breaching fundamental rights. The aspects concerning security 

and privacy-by-design will be addressed in chapters 3 and 5, respectively.   

The table below contains the requirements AI developers and deployers should implement to protect 

and promote human autonomy by design: 

1. Ensuring the AI system does not manipulate individuals with whom it interacts; 

2. Ensuring individuals are aware that decisions they are eventually submitted to are the result 

of an algorithmic decision; 

3. Implementing procedures to avoid end-users over-rely on the AI system; 

4. Implementing procedures to avoid that the AI system accidentally affects human autonomy; 

5. Implementing procedures to avoid manipulative behaviours. 

 

The prevention of harm should also be attempted with designing solutions. Safety by-design 

possibilities might be acquired with human oversight in some contexts. Human oversight encompasses 

three different possibilities: (1) human-in-the-loop (HITL); (2) human-on-the-loop (HOTL); (3) human-

in-command (HIC). 

 

 

Human Oversight Definition 
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Human-in-the-loop (HITL) 
Possibility for human intervention in every 
decision cycle of the system 

Human-on-the-loop (HOTL) 
Possibility for human intervention during the 
design cycle of the system and monitoring the 
system’s operation 

Human-in-command (HIC) 

Possibility to oversee that overall activity of the 
AI system and its impact on economic, societal, 
legal and ethical values. This capability should 
allow the decision to not use an AI system in a 
particular situation and the ability to overrule a 
decision by the AI system. 

Table 2 Three Human Oversight Possibilities 

The CoRoSect consortium may determine whether the AI system they develop is a self-learning or 

autonomous system; is overseen by a human-in-the-loop; is overseen by a human-on-the-loop; is 

overseen by a human-in-command. The requirements to prevent harm should consist of: 

1. In cases the consortium counts with HITL, HOTL, HIC, it must make sure that the humans 

involved have been given specific training to exercise the oversight; 

2. The consortium must make sure to detect any responses mechanisms for undesirable adverse 

effects of the AI system for the end-users; 

3. The consortium must make sure that the robots have a ‘stop button’ or any safety procedure 

to abort an operation when it is necessary. This requirement is particularly relevant to the 

workers’ safety; 

4. Concerning the self-learning and autonomous nature of CoRoSect’s AI systems, the 

consortium must make sure that specific oversight measures are taken.  

Concerning general safety, the requirements include: 

1. The definition of the risks, risks metrics and risk levels of each AI developed system. The risks 

must be measured and assessed on a continuous basis. End-users must be eventually 

informed of existent or potential risks; 

2. Technical faults in the AI system must be investigated and identified. Levels of safety threat 

related to human integrity should be given special attention by the technical partners; 

3. Reliability and robustness tests must be implemented. 

2.4.3.3 Explanation Methods 

Explainable AI improves accountability, trust, compliance and performance. Creating explainable AI 

allows human experts and non-experts to understand the causes of a decision and, in some instances, 

to consistently predict AI model results. The purpose is to make possible to provide an explanation 

about what happens in the AI model from input to output. Explainable methods increase the ability to 

question a certain decision and, therefore, increase trust. Explainability has two main possible 

approaches: global and local. The global approach expresses an overall explanation of the AI model 

behaviour. It presents a broad view of the model and how the data processing affects the results. The 

local approach explains each instance of data processing individually and how it individually affects 

the results.  

The requirements of explainable methods consist of: 

1. Explaining the decisions of the AI systems to end-users; 

2. Continuously assess whether users are aware of the decisions taken by the AI systems. 
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2.4.3.4 Testing and Validating Methods 

The implementation of testing and validating methods intend to ensure the stability and robustness 

of AI systems. Considering AI technologies have a non-deterministic and context-specific nature, they 

must be monitored during training and deployment periods. In this regard, testing and validation of 

AI systems must: 

1. Be implemented in early stages; 

2. Ensure that it behaves as originally planned during its entire life cycle; 

3. Include the whole elements used to create it, such as data, pre-trained models, environments 

and behaviour; 

4. Be designed by a diverse group of people; 

5. Include varied metrics with the purpose to test the model from different perspectives; 

6. Have deliberately attempted to break the system in order to find its vulnerabilities and 

weaknesses.  

More specific details on CoRoSect’s cybersecurity requirements will be addressed in chapter 3. 

2.4.3.4 Quality of Service Indicators 

Indicators include measures to evaluate the testing and training of algorithms and other traditional 

metrics to assess software metrics of functionality, performance, usability, reliability, security and 

maintainability. The appropriate quality of these indicators is a condition to ensure that security and 

safety are met in AI systems. 

2.4.4 Non-Technical Methods 
Non-technical methods also serve the purpose of creating trustworthy AI. Similarly to technical 

methods, non-technical methods should continuously be evaluated. In the subsections below, there 

is a summary of non-technical methods relevant to CoRoSect.  

2.4.4.1 Codes of Conduct 

Codes of conducts are helpful to the development of trustworthy AI systems to the extent to which 

they summarize relevant ethical, legal and safety values. They must serve as internal guidelines for 

developers with clear and accessible language. A code of conduct with practical guidelines for the 

accomplishment of trustworthy AI may also contain a charter of fundamental rights to be protected 

and promotes, as well as ethical principles such as prevention of harm, human autonomy and fairness. 

Several private companies have their ethics codes of conduct to serve as guidelines35.  

2.4.4.2 Standardisation and Certification 

Standards and certification are co-regulatory tools often used to orient customers in their decision-

making. In general, the adherence to standards and certification offers to the partners, end-users, and 

partners of AI developers the ability to recognise that safety and ethical values and rules were met. 

Currently, ISO standards are internationally agreed upon by experts and include a vast range of 

purposes. ISO standards cover quality management to attest products’ resilience to failures, safety 

standards to reduce accidents in workplaces, IT security standards to ensure sensitive information is 

secure. Some of these ISO standards might be useful to CoRoSect developments. The HLEG AI 

encouraged standardisation organisations to develop trustworthy AI technical standards. The label 

 
35 See IBM, Everyday Ethics for Artificial Intelligence (IBM, 2019). 
<https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf>, accessed 10 October 2021; Microsoft, 
Putting Principles into Practice, <https://www.microsoft.com/en-us/ai/our-
approach?activetab=pivot1%3aprimaryr5> accessed 10 October 2021. 

https://www.ibm.com/watson/assets/duo/pdf/everydayethics.pdf
https://www.microsoft.com/en-us/ai/our-approach?activetab=pivot1%3aprimaryr5
https://www.microsoft.com/en-us/ai/our-approach?activetab=pivot1%3aprimaryr5
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trustworthy AI should be able to confirm that a certain system adheres to the rules of safety, 

robustness and transparency, for instance.   

2.4.4.3 Accountability via Governance Framework 

Companies and organizations developing AI should implement an ethical governance framework. In 

practice, this framework should consist of a person or an internal/external board in charge of the 

ethical issues regarding the technologies developed. This framework should be able to provide 

internal oversight and advice, in addition to sharing the best practices and negative effects with other 

relevant social actors. In some instances, certification and standardisation serve the purpose of 

external oversight.  

Documentation on how AI systems were developed and expectations about their performance during 

their lifecycle is a condition to assess whether a certain system complied with trustworthy AI 

requirements. Documentation and traceability are especially relevant to high-risk AI and should 

include general aspects, capabilities, limitations of the systems, in addition to the algorithms, data, 

training, testing and validation process implemented. 

2.4.4.4 Diversity and Inclusive Design Teams 

The diversity of teams engaged in AI development contributes to the provision of different 

perspectives and objectives. Diversity should include individuals with different gender, cultural 

background and age; ideally, diversity should not only be limited to demographic aspects but also to 

skills and professional paths. Diversity should be present in the teams that design AI systems, test, and 

deploy.     
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3 Security Analysis on Human-Robots Interaction  

CoRoSect’s robots will interact with human workers. Given this reality, CoRoSect’s system must have 

technical robustness in order to ensure low risks to the ones who are interacting with it. Unintentional 

harm must be prevented as much as possible. General safety and resilience against attacks should be 

ensured. More precisely, robots’ deployment in critical infrastructures, such as the industrial ones, 

raise concerns related to security, safety, accuracy and trust36. Security concerns the resilience robots 

have against cyber-attacks. Safety includes the risks of accidents in environments of human and 

robots’ collaboration. Accuracy relates to the possibility of performing tasks without faults. Trust 

concerns the level of satisfaction of these robots to flawlessly replace certain human performances. 

Safety, security, accuracy and trust should be considered by robot developers in their initial design. 

3.1 Security Risks 
 

The main security risks are summarized in Table 3 below: 

Lack of Secure Networking  
It occurs when the communication between robots 
and humans are not secure and susceptible to 
attacks. 

Lack of Proper Authentication   
Standard usernames and passwords ease 
unauthorized access to the system and increase the 
possibility of external attacks. 

Lack of Confidentiality  
Weak encryption algorithms may lead to the 
exposure of data and robotic design plans. 

Lack of Integrity  
Weak authentication protocols can be compromised 
and lead to the alteration of robotic data. 

Lack of Verification  
It includes the absence of biometric features to avoid 
abuses of usage privilege and unauthorized access. 

Lack of Authorization  
It relates to the possibility of physical access inside 
robotic labs and control. 

Misconfiguration and Bad Programming  
It makes robotic systems incapable of performing a 
planned task with proper accuracy. It may threaten 
human operators.  

Lack of Tamper-Resistant Hardware  
Weak hardware turns robots susceptible to damage. 
This may represent the loss of the robot’s 
operational capacity. 

Lack of Self-Healing Processing  The inability to recover in time to attacks exposes 
robots to cascading attacks. 

Lack of Safety Designs  
It may entail lethal and threatening accidents 
towards humans. It may also represent financial 
losses 

Lack of Security By-Design Features 
It facilitates breaking into the systems’ architecture 
and the exploitation of security gaps.  

Lack of Update  
Outdated systems may expose robotic systems to 
cyber-attacks. 

 
36 Jean-Paul A. Yaacoub, Hassan N. Noura, Ola Salman and Ali Chebab, ’Robotics Cyber Security: Vulnerabilities, 
Attacks, Countermeasures, and Recommendations’ (2021) International Journal of Information Security, Mar 19: 
1-44.  
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Table 3 Main Security Risks 

The HLEG AI has provided guidelines to address safety and security risks encountered in AI systems. 

The guidelines contain assessment measures in order to define how susceptible a certain operational 

system is to external attacks, in addition to assessment measures to define whether the system poses 

risks to the safety of third parties.  

3.2 Assessment Measures to Security Risks 
Concerning the aspect of resilience to attack and security, developers should bear in mind whether 

the AI system: 

1. Represents adversarial, critical, or damaging effects to humans or the society, in general, in 

the case of technical faults or malicious use; 

2. Complies with specific security standards; 

3. Is vulnerable to certain forms of potential attacks, including data poisoning; model evasion; 

model inversion. 

Developers of AI systems should implement measures to safeguard the integrity, robustness and 

security against attacks over its lifecycle. End-users should always be informed of the security 

coverage and updates of a certain system.  

Concerning general safety, AI developers should: 

1. Define risks, risk metrics and risks levels of the system; 

2. Implement continuous assessment measures; 

3. Inform end users of existing risks; 

4. Identify possible threats, including design faults, technical faults, environmental threats and 

their consequences; 

5. Define safety criticality levels related to human integrity that might result from the faults and 

misuse of the AI system; 

6. Align reliability testing requirements to appropriate levels of stability; 

7. Develop mechanisms to assess when the AI system has changed and needs a review of its 

technical robustness and safety. 
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4 Insects as Food and Feed: A roadmap to sustainable insect 
farms 

4.1 Ethical Considerations 
The way the farms are organized and equipped have tremendous impacts on the lives, health and 

welfare of animals, humans and society. The treatment of farmed animals in the production, 

transportation and other farming practices have been a matter of concern for the wellbeing of 

animals, consumers, and the development of the economy.37 Humane treatment and care in handling 

animals are essential for the protection of animals from high mortality, poor welfare and distress, 

ensuring consumer safety and the protection of the environment.  

The welfare concerns for animals have led to a set of strict rules in Europe for the handling of farmed 

animals.38 In addition, scientific research on animals has been limited at the national level and in the 

EU, which ultimately aims to abolish the use of animals for research purposes.39 Animal research is 

underpinned by the ‘three R’ principles: the principles of Replacement (replacing warm-blooded 

animals with plants, eggs or animals that have simple characteristics or ideally with nonanimal 

models), Reduction (reducing the number of animals used in testing), Refinement (improving the 

breeding, accommodation and care of animals and the methods used to minimise pain, suffering, 

distress or lasting harm to animals).40 However, these principles and rules generally concern 

vertebrate animals such as cattle and sheep. Animal welfare legislation and the three R principles do 

not apply to invertebrates, a category to which insects belong.41  The ethical use of insects in scientific 

research has also gained little attention.42  

Little ethical consideration for insects compared to other animals can be explained by various factors.  

Different from the vertebrates, there is a lack of consensus in the scientific community regarding the 

insects’ consciousness, the ability to have subjective experiences and feelings such as pain.43 The 

damage caused by certain insect species to agriculture, livelihoods, and biodiversity have also been 

the main focus of research regarding this category of animals.44 Fischer and Larson note that even 

when insects are considered valuable for biodiversity and human health, there is a tendency to see 

 
37 David B Wilkins, Animal Welfare in Europe: European Legislation and Concerns (Kluwer Law International, 
1997). 
38 Council Directive 98/58/EC of 20 July 1998 concerning the protection of animals kept for farming purposes 
OJ L 221, 8.8.1998, p. 23–27. 
39 European Commission, Animals used for scientific purposes 
<https://ec.europa.eu/environment/chemicals/lab_animals/index_en.htm> accessed 19 November 2021.  
40 European Commission, Horizon 2020 Programme Guidance – How to complete your ethics self-assessment, 
4 February 2019, 
<https://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/ethics/h2020_hi_ethics-self-
assess_en.pdf> accessed 19 November 2021.  
41 Council Directive 98/58/EC of 20 July 1998 concerning the protection of animals kept for farming purposes 
OJ L 221, 8.8.1998, p. 23–27.  
42 It must be noted that research over endangered species are generally prohibited. CoRoSect does not involve 
research on any endangered species. European Commission, Horizon 2020 Programme Guidance – How to 
complete your ethics self-assessment, 4 February 2019, 
<https://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/ethics/h2020_hi_ethics-self-
assess_en.pdf> accessed 19 November 2021. 
43 Jessica Devitt, Insects and Ethics, <https://aucklandecology.com/2017/04/29/insects-and-ethics/> accessed 
19 November 2021 
44 Ibid. 

https://aucklandecology.com/2017/04/29/insects-and-ethics/
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them as a whole species rather than individuals.45 While the authors acknowledge that there is a lack 

of evidence that insects have conscience, they argue that there is a possibility for insect consciousness 

because there are recent studies showing that some species demonstrate complex behaviour such as 

maternal care and tend to avoid painful stimuli. The authors suggest giving some weight to this 

possibility in moral considerations and applying the three R principles in a moderate manner in the 

collection of insects for conservation as a mitigation measure.46  

To sum up, the animal welfare rules and the rules regulating scientific research on animals do not 

apply to insects. Nevertheless, as noted below in 4.2.2, insect farming industry suggests implementing 

good welfare practices in insect farms to the extent possible in the special circumstances of insects47. 

In fact, the treatment of insects with care is also closely related to the protection of human and animal 

health, and the protection of environment.  Therefore, insect production is regulated by the highest 

level of food and feed legislation, which is further addressed below. 

4.2 Legal Framework  
In addition to the consideration for the wellbeing of animals that are subject to farm practices and 

research, animal safety and wellbeing are also inextricably linked with the health of humans and other 

domestic or farmed animals who consume them. As a consequence of the consumers’ interest in 

accessing safe and wholesome food and ensuring the high-level protection of human and animal life, 

insects produced for human and animal consumption should adhere to the highest safety standards. 

Below is an overview of standards to which insect farms are responsible to adhere.  

4.2.1 European Union 
EU legislation on food and feed safety is underpinned by an integrated approach to food safety from 

’Farm to Fork’. The so-called ’Farm to Fork’ strategy is primarily founded in the White Paper on Food 

Safety of the European Commission48, covering the whole food supply chain from production to 

distribution (See Figure 2).  The strategy aims to achieve a sustainable food system which49:  

• ensure food security and public health;  
• ensure access to affordable food while preserving fair economic returns; 
• mitigate environmental impacts and address climate changes risks; 
• foster conversation of biodiversity. 

 
45 Bob Fischer and Brendon M. H. Larson, ’Collecting insects to conserve them: a call for ethical caution, Insect 
Conservation and Diversity’ (2019) 12 Insect Conservation and Diversity 173. 
46 Ibid.   
47 See below 4.2.2. 
48European Commission, White Paper on food safety, <https://op.europa.eu/en/publication-detail/-
/publication/6d4b523b-dad8-4449-b2b4-9fa9b0d6e2be/language-en> accessed 19 November 2021. 
49 European Commission, Farm to Fork Strategy, <https://ec.europa.eu/food/horizontal-topics/farm-fork-
strategy_en> accessed 19 November 2021.  



27 
 

 

Figure 2 European Commission’s Farm to Fork Strategy50 

Based on this strategy, the EU provides a robust framework for food and feed safety that also concerns 

insect farms. In the EU, insect farm activities are governed by the general legislation on food and feed 

safety standards applicable to all food and feed products. A set of EU legislation, commonly referred 

as the General Food Law51 and the Hygiene Package,52 lays down principles and rules to ensure that 

the animals can be safely consumed by humans and other animals produced as pets or human food. 

These principles and rules are further integrated by the national laws at the country level.  

The EU legislation provides general principles governing food and feed safety, hygiene requirements 

and good practices, as well as organisational arrangements and procedures that may have an impact 

on food and feed safety. Food that is injurious to health and unfit for human consumption should not 

be placed on the market.53 All food or feed producers, distributors and business operators, including 

insect farms that supply their products to the EU market, are responsible for complying with the 

relevant principles, good practices and procedures.  

Under this framework, insect farms should demonstrate compliance with the applicable standards 

and rules by putting in place organisational measures and safeguards. For instance, they have an 

obligation to register or receive approval for their activities before national competent authorities, 

 
50 Ibid. 
51 Regulation (EC) No 178/2002 of the European Parliament and of the Council of 28 January 2002 laying down 
the general principles and requirements of food law, establishing the European Food Safety Authority and laying 
down procedures in matters of food safety, OJ L 31, 1.2.2002, p. 1–24.  
52 Commission Regulation (EU) 2021/382 of 3 March 2021 amending the Annexes to Regulation (EC) 
No 852/2004 of the European Parliament and of the Council on the hygiene of foodstuffs as regards food 
allergen management, redistribution of food and food safety culture (Text with EEA relevance). 
C/2021/1312, OJ L 74, 4.3.2021, p. 3–6.  
53 Art. 14(2), Regulation (EC) No 178/2002 of the European Parliament and of the Council of 28 January 2002 
laying down the general principles and requirements of food law, establishing the European Food Safety 
Authority and laying down procedures in matters of food safety, OJ L 31, 1.2.2002, p. 1–24. 
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comply with hygiene standards throughout insect’s life cycle, and ensure that their insects are in good 

health by feeding them only with acceptable materials and preventing the spread of diseases.54  

In accordance with a preventive approach to address the food and feed safety before any harm occurs, 

insect farms are encouraged to adhere to good hygiene practices such as55:  

• controlling the contamination of hazardous materials; 

• measures to use water, organic waste, fertilisers, plant protection products, veterinary 

medicinal products and feed additives in an appropriate manner;  

• taking measures to prevent transmissible diseases and notify the competent authority, where 

required; 

• applying good hygiene practices to ensure feed safety in the production, preparation, storage 

and transport of feed; 

• Keeping records;  

• Disposing of dead animals, waste and litter properly; 

• ensuring traceability of feed. 

In addition, the following regulations apply to the activities of insect farms: 

• Regulation (EC) No 1069/2009 on animal by-products. Insects are categorized as ’farmed 

animals’, and therefore must be fed with the feed materials applicable to this category of 

animals. The processing of animal by-products is subject to hazard analysis and critical control 

points (HACCP) principles.56 Necessary approvals should be obtained for the killing and 

further processing of insects in accordance with Art. 24(1)(a));  

• Regulation (EU) 2016/429 of the European Parliament and of the Council of 9 March 2016 on 

transmissible animal diseases and amending and repealing certain acts in the area of animal 

health (Animal Health Law).57 As insects are considered farmed animals, they should be 

handled in accordance with the animal health standards applicable to farmed animals. Insect 

producers should put in place measures to ensure that insects and their derived products 

intended for food and feed are not pathogenic or have negative impacts on plants, animals or 

human health. Diseases that are transmissible to animals or humans should be prevented and 

controlled; 

• Regulation (EU) No 1143/2014 on the prevention and management of the introduction and 

spread of invasive alien species. To preserve biodiversity and mitigate environmental impacts, 

certain insect species are excluded from farming activities. Insects listed as an ’invasive alien 

species’ cannot be subject to farming operations.58 The list of invasive alien species is 

 
54 Technical specifications of the insect species involved in the CoRoSect project are addressed under WP2.   
55 PART B Recommendations for guides to good practice, Regulation (EC) No 183/2005 of the European 
Parliament and of the Council of 12 January 2005 laying down requirements for feed hygiene (Text with EEA 
relevance), OJ L 35, 8.2.2005, p. 1–22. 
56 Art. 29(1)(a), Regulation (EC) No 1069/2009 of the European Parliament and of the Council of 21 October 2009 
laying down health rules as regards animal by-products and derived products not intended for human 
consumption and repealing Regulation (EC) No 1774/2002 (Animal by-products Regulation) OJ L 300, 
14.11.2009, p. 1–33.  
57 Consolidated text: Regulation (EU) 2016/429 of the European Parliament and of the Council of 9 March 2016 
on transmissible animal diseases and amending and repealing certain acts in the area of animal health (Animal 
Health Law).  
58 Commission Implementing Regulation (EU) 2016/1141 of 13 July 2016 adopting a list of invasive alien species 
of Union concern pursuant to Regulation (EU) No 1143/2014 of the European Parliament and of the Council 
C/2016/4295, OJ L 189, 14.7.2016, p. 4–8. 
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regularly updated. The research conducted by end-user partners in the CoRoSect project does 

not concern the listed species.   

In addition, EU animal welfare legislation lays rules for the protection of animals bred or kept for 

farming purposes. However, animal welfare rules do not apply to insects because invertebrate animals 

are exempted from these rules.59 As a result, insect farms are not bound by the EU animal welfare 

legislation.  

Insect-farms are responsible for the safety and hygiene of food and feed in their management 
structures. Technologies developed in CoRoSect should allow end-users to comply with their 
obligations regarding food and feed safety and hygiene. CoRoSect platform should allow the 
provision of the necessary environmental needs of insects such as optimal temperature, humidity, 
gas levels, air speed and light. 

 

4.2.2 Animal Welfare for Insects 
In spite of the fact that EU legislation does not provide welfare rules for insects, the ethical production 

of insects has been encouraged by the insect farming industry. In the absence of legal rules, the 

industry’s efforts to create harmonized standards can play a crucial role in guiding the farm practices 

of industry actors.   

Based on Brambell’s 5 degrees of freedom, Figure 3 provides a list of freedoms suggested by the 

industry to establish good welfare practices to the extent that they can be implemented in the context 

of specificities of insect production processes.60   

 
59 Art. (1)(d), Council Directive 98/58/EC of 20 July 1998 concerning the protection of animals kept for farming 
purposes, OJ L 221, 8.8.1998, p. 23–27. 
60 International Platform of Insects for Food and Feed (IPIFF), Ensuring High Standards of Animal Welfare in Insect 
Production,<https://ipiff.org/wp-content/uploads/2019/02/Animal-Welfare-in-Insect-Production.pdf> 
accessed 19 November 2021. Invertapro and Nasekomo are ordinary members, ICF and Entocycle are associated 
members and KU Leuven is an academic member to the IPIFF: See IPIFF Members <https://ipiff.org/ipiff-
members/> accessed 19 November 2021.  
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Figure 3 Five Degrees of Freedom 

The differences between vertebrates and invertebrates require the implementation of these 

freedoms in the specific context of insects. The technical specificities of insects and challenges arising 

from their natural instincts, such as cannibalism, are some of the factors to take into account when 

enabling a normal behaviour environment and limiting injuries and deaths.61 

Animal welfare rules should be implemented to the extent that they apply to the specific technical 

and other needs of insects. CoRoSect platform should allow and foster the handling of insects in a 

manner that does not cause hunger or thirst, discomfort, pain or distress to them. The conditions 

created by the use of the CoRoSect platform should enable creating the proper environmental 

conditions and providing an appropriate level of feed and water to insects.  AI-based object 

recognition methods used for quality control should be designed in a technically robust way to 

ensure that insects are selected and treated under acceptable welfare conditions in addition to the 

safety and hygiene standards.  

 

4.3 Organisational Measures for Good Hygiene Practices 
The adequate level of production facilities, equipment and staff are prerequisites for the 

implementation of the highest safety and hygiene standards for food and feed. The design and use of 

production infrastructure and any relevant tools and equipment are essential factors in keeping 

production areas free from contamination and hazardous materials, avoiding damages and ensuring 

 
61 Ibid.  

•Provide sufficient food, water, adequate temperature and ventilation

FREEDOM FROM HUNGER AND THIRST

•Provide optimal climate and transport conditions

FREEDOM FROM DISCOMFORT

•Refrain from using materials or methods that can cause injury or pain

FREEDOM FROM PAIN, INJURY OR DISEASE

•Apply farm practices that meet the insects needs such as density levels, light and 
humidity

FREEDOM TO EXPRESS NORMAL BEHAVIOUR

•Keep up-to-date on scientific research regarding potential experiences of fear or 
distress in insects

FREEDOM FROM FEAR AND DISTRESS
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that insects are not accidentally released.62 Therefore, their design and instalment are subject to 

certain rules and requirements, which should be implemented with technical and organisational 

measures. Insect producers are responsible for providing and designing production facilities in a way 

that good practices for hygiene and safety can be applied.   

Hygienic conditions of the pieces of production equipment, containers, crates, vehicles, vessels and 

other tools are important factors to guarantee the cleanness and safety of the production processes. 

The design and construction of such tools should enable that the surrounding areas should be kept 

clean and easily disinfected. In feed production, the applicable framework imposes that facilities and 

equipment should be designed and constructed in a way that they enable:  

1. adequate cleaning and disinfection; 

2. minimisation of the risk of error; 

3. avoiding contamination and other general effects that can jeopardize the feed safety and 

quality. 

Similarly, the equipment, crates, vehicles and other tools are required to be kept clean and disinfected 

in food production.63  All pieces of equipment and fittings that come into contact with the food should 

be adequately cleaned and disinfected in sufficient frequency.64 Therefore, they should be constructed 

and kept in a way that they can be easily cleaned. Their material content and technical condition 

should allow the elimination of the risk of exposing the foodstuff to harmful elements.65 The use and 

instalment such equipment should not create an obstacle to performing hygienic practices in the 

surrounding area.66  If necessary, a control device should be launched to ensure that the equipment 

function in the required manner.67   

Importantly, to the extent that the equipment and tools perform various tasks such as cleaning, 

controlling environmental conditions, feeding and monitoring growth of insects in an automated 

manner, it becomes even more crucial that their design and use adheres to the high standards 

applicable to the hygienic requirements for the handling of animals and other sources. New 

technologies should enable and support insect farms to implement their general duties such as 

keeping animals clean, using clean water, handling waste, monitoring animal health for contagious 

diseases, correct use of additives and medicinal products.68 The skills and training of the farm staff can 

also contribute to the appropriate use of technologies and enable human intervention where 

necessary. In this context, insect-farms should consider taking organisational measures. Below, it is 

provided a list of non-exhaustive measures. 

 
62 International Platform of Insects for Food and Feed (IPIFF), Guide on Good Hygiene Practices, 
<https://ipiff.org/wp-content/uploads/2019/12/IPIFF-Guide-on-Good-Hygiene-Practices.pdf> accessed 19 
November 2021, p. 35. 
63 Annex 1 Part A(II)(4), Commission Regulation (EU) 2021/382 of 3 March 2021 amending the Annexes to 
Regulation (EC) No 852/2004 of the European Parliament and of the Council on the hygiene of foodstuffs as 
regards food allergen management, redistribution of food and food safety culture (Text with EEA relevance) 
C/2021/1312, OJ L 74, 4.3.2021, p. 3–6.  
64 Annex II Chapter V(1), Commission Regulation (EU) 2021/382 of 3 March 2021 amending the Annexes to 
Regulation (EC) No 852/2004 of the European Parliament and of the Council on the hygiene of foodstuffs as 
regards food allergen management, redistribution of food and food safety culture (Text with EEA relevance) 
C/2021/1312, OJ L 74, 4.3.2021, p. 3–6. 
65 Ibid. 
66 Ibid. 
67 Ibid. 
68 Ibid. Annex I Part A(II)(4). 
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Organisational measures that can be implemented by insect farms for good hygienic practices include: 

• Designating qualified staff for the technical maintenance and service; 

• Ensuring that the staff is sufficiently equipped and trained to use, check and clean advance 

technological equipment;  

• Establishing cleaning programmes for clean and hygienic equipment; 

• Standardising and validating manually or automatically performed cleaning practices; 

• Keeping records of the cleaning measures as part of an internal quality management system; 

• Regularly checking and carrying out audits in accordance with the instructions and warnings 

of the equipment’s manufacturer; 

• Testing devices for accuracy; 

• Deploying control device for the use of equipment, if applicable69. 

Technologies developed by the CoRoSect project will integrate the insect farm premises in the 
production and handling of insects. These cutting-edge tools will be important to carry out the 
management procedures and decision-making in the production practices, feeding, watering 
and measuring the environmental conditions such as temperature, humidity and light. They 
should be designed in a manner that they are cleaned and disinfected in an easy manner. The 
development of legally and ethically compliant, robust AI and robotics is important to ensure 
that unforeseen risks to food and feed hygiene and occupational risks are prevented, and insect 
production practices are managed in an appropriate manner. Regular tests, checks and audits 
should be performed to ensure accurate functioning. It should be ensured that the staff who 
will be in charge of using and monitoring these technologies are well-trained and skilled to 
perform such tasks.   

 

  

 
69 Annex II Chapter V(1), Commission Regulation (EU) 2021/382 of 3 March 2021 amending the Annexes to 
Regulation (EC) No 852/2004 of the European Parliament and of the Council on the hygiene of foodstuffs as 
regards food allergen management, redistribution of food and food safety culture (Text with EEA relevance) 
C/2021/1312, OJ L 74, 4.3.2021, p. 3–6. 
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5 Personal Data Protection and Privacy on CoRoSect’s 
Rearing Platform 

D1.1 Ethical and Legal Framework: Initial Assessment Report preliminarily explained that data 

protection requirements apply to the processing activities of CoRoSect project where personal data 

are processed. The consortium member carrying out such processing activity would be the data 

controller. Data controller is the main responsible for the legal and ethical processing of personal data 

in accordance with the data protection rules. The rationale behind this responsibility is that the 

controller is the person who has the authority to make any decision regarding the processing activities 

in a given situation.70 Data controller exercises control in relation to the determination of whether 

personal data will be collected, and why and how the processing will be carried out. 71 The question of 

’’why’’ refers to the purpose of processing, which are the legal grounds listed under GDPR that 

legitimize the processing. The question of  ’’how’’ refers to the means of processing, referring to both 

technical and organisational decisions. Technical decisions include the ways in which the data will be 

processed, for instance, the technology used. Organisational decisions include measures regarding the 

selection of data, sharing of data with others or storage periods.72 As such, the use of CoRoSect can 

be considered as a determination of purposes and means of the processing of personal data within 

insect farms. Therefore, the legal entity owning and operating the farm, as data controller, will handle, 

manage and control the data processing, which should be in accordance with GDPR.  

In the remaining of this chapter, the requirements that need to be complied under the data protection 

framework are analysed.  Building on D1.1 Ethical and Legal Framework: Initial Assessment Report, 

the principles and data subjects rights are further specified and elaborated, which must be taken into 

account in the development of CoRoSect. 

5.1 Data Protection by Design  
Compliance of the end-users of CoRoSect with data protection requirements is closely linked with the 

data protection by design principle that requires the implementation of appropriate measures which 

are designed to comply with data protection rules. Legally established for the first time under the 

GDPR, this principle imposes on the controller the obligation to put in place technical and 

organisational measures in order to ensure that all data processing activities are carried out in 

accordance with the data protection principles and the rights and freedoms of data subjects are 

protected.73 The so-called measures cover a wide variety of solutions whose suitability to a particular 

processing activity will depend on the context and risks associated with the processing in question.74 

The EDPB provides guidelines for controllers to assist in the implementation of these measures that 

may be in the form of the following examples75:   

• use of advanced technical solutions;  

• pseudonymization of personal data; 

• storing personal data available in a structured, commonly machine-readable format; 

• providing information to data subjects and/or enabling their intervention in the processing; 

 
70 Art29WP, ‘Opinion 1/2010 on the concepts of “Controller” and “Processor”’ (2010) 00264/10/EN, p. 8.  
71 Ibid, p. 14. 
72 Ibid. 
73 Art. 25(1), GDPR. 
74 EDPB, ‘Guidelines 4/2019 on Article 25 Data Protection by Design and by Default’ (2019), p. 6. 
75 Ibid, see also, Recital 78, GDPR. 



34 
 

• providing information about the storage of personal data; 

•  having malware detection systems; 

• training employees about basic “cyber hygiene” or other issues;  

• establishing privacy and information security management systems;  

• carrying out Data Protection Impact Assessment (DPIA)76.  

The data protection by design principle directly concerns the end-user controller who will process 

personal data but also the developers and producers of technological tools and devices. Derived from 

the concept of ’’privacy by design’’77 – proactively embedding privacy into the practice of engineering 

and system architecture – the data protection by design principle implies that developers and 

procedures of technological devices and tools should design and produce any technical solutions that 

will be used by the end-users in the processing of personal data by taking into account the principles, 

rules and safeguards of data protection law. Recital 78 of GDPR illustrates this understanding:  

’’When developing, designing, selecting and using applications, services and products that are based 

on the processing of personal data or process personal data to fulfil their task, producers of the 

products, services and applications should be encouraged to take into account the right to data 

protection when developing and designing such products, services and applications and, with due 

regard to the state of the art, to make sure that controllers and processors are able to fulfil their data 

protection obligations.’’ 

Therefore, the principles and rules provided in this chapter and the EDPB guidelines on the 

implementation of the data protection by design principle are also relevant for the technical partners 

of the CoRoSect project. In line with the by design approach, the developers of the CoRoSect 

technology should take into account these principles and rules in the design and development of the 

technological tools, devices and software. The implementation of the data protection by design 

principle will help the end-users of CoRoSect to fulfil their data protection-related obligations after 

the end of the project (for example, by deploying technical measures that will make it possible to meet 

personal data storage requirements). CoRoSect will provide the means by which data protection can 

become a reality.  

Hence, the remaining of this chapter aims to guide the consortium members, on the one hand, to 

provide an understanding about any direct obligation that the framework may impose on them as 

controllers, and to facilitate the integration of the data protection requirements in the system 

architecture by technical partners, on the other hand.  

5.2 Key Terms and Definitions Involving Data Protection  
Processing is a broad term encompassing a wide range of activities from collecting, recording, 

disclosing, combining or deleting.78 As processing one’s information concerns the individual’s right to 

individuals’ rights to respect for private life79 and to the protection of personal data80, it should be 

carried out in accordance with law, data protection principles and rules. Data protection aims to find 

a balance between the interests of those who use data for their interests, including research or 

 
76 See D1.1 Ethical and Legal Framework: Initial Assessment Report. 
77 A. Cavoukian, Privacy by Design, Leading Edge, IEEE Technology and Society Magazine, 2012, 31/4. 
78 Art. 4(2), GDPR.  
79 Council of Europe Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR) Art. 8; 
Charter of Fundamental Rights of the European Union [2012] OJ C 326/391 ECHR, Art. 8.  
80 Charter of Fundamental Rights of the European Union [2012] OJ C 326/391 ECHR, Art. 7.  
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economic interests on the one hand, and the rights of individuals whose data are used for such 

interests on the other.  

A core concept for the purposes of data protection is the notion of personal data. As data protection 

rules are principally applied when personal data is processed, it is important to differentiate the type 

of data used in the CoRoSect project.  

5.2.1 Personal Data 
The concept of personal data is defined by Article 4(1) of GDPR (See Figure 4): 

Personal data means any information relating to an identified or identifiable natural person (data 
subject); an identifiable natural person is one who can be identified, directly or indirectly, in 
particular by reference to an identifier such as a name, an identification number, location data, an 
online identifier or to one or more factors specific to the physical, physiological, genetic, mental, 
economic, cultural or social identity of that natural person. 

 

 

Figure 4 Definition of Personal Data 

The GDPR provides a broad definition of personal data, which encompasses a wide range of 

information that do not necessarily concern the private or family life of an individual (the so-called 

data subject). The definition in the GDPR is construed in a technology-neutral way, without any 

reference to how this concept will be applied in the context of a specific technology or application. In 

practice, assessing whether a piece of information is personal data may not be straightforward and 

may require a well-rounded examination of a variety of factors in a particular case. Opinions and 

guidance of Article 29 Working Party – independent working party that dealt with issues relating to 

the protection of privacy and personal data in Europe until it was succeeded by the European Data 

Protection Supervisor in 2018-  provide further help in this regard.   

The main constituents of personal data are further explained below:  

i. Information 

Personal 
Data 

Any 
information

Relating to

An 
identified or 
identifiable

Natural 
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(Data 

Subject) 
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Information is a broad concept that includes both objective elements (e.g. DNA) and subjective factors 

such as opinions or beliefs (e.g. an assessment of the work performance of an employee). For 

information to be qualified personal, it does not need to be true or correct.81 As the protection offered 

by the right to personal data goes beyond what falls under private and family life, it covers data 

providing any information such as IP addresses, location data or an online identifier.  

Information amounting to personal data may take any form such as alphabetical, numerical, graphical, 

photographical or acoustic information. Information concerning an individual kept in paper-based 

format or stored in a technological device by means of codes or recordings are capable of qualifying 

personal information.82 Voice records and video images allowing to recognize an individual are 

examples of personal information.83  

ii. Natural Person 

Personal data represents information of a living natural person (individual), i.e. data subject, 

regardless of his or her nationality or residence status. Consequently, information about legal entities 

(such as companies and associations) or deceased persons are generally not protected by data 

protection law.84 However, it is possible that information concerning a company can still be a personal 

data if it reveals information about a natural person. For instance, official title of a company revealing 

the name of the sole natural person shareholder can be considered as personal data protected by the 

data protection rules and principles. 

iii. Link between the information and data subject 

Personal data reveals information relating to a data subject, referring to the necessity to establish a 

link between information and the individual in question. Information that typically concerns objects 

can also relate to an individual under some circumstances. This is the example of a property price used 

to calculate the tax duty of an individual.85 Similarly, information relating to a machine or a technical 

process in the context of human-machine interaction may relate to an individual depending on the 

context in which the data is used or is like to be used.86 In the following alternative scenarios, 

information can be considered to relate to an individual87:  

’’Content’’ scenario one: Information is ’’about’’ an individual. It reveals the identity and 

characteristics of an individual, such as name or date of birth. 

’’Purpose’’ Scenario two: Information is used or is likely to be used with the purpose to evaluate, treat 

in a certain way or influence the behaviour of an individual. An example is the use of location or the 

number of kilometres made by a taxi to evaluate the performance of taxi drivers.  

’’Impact’’ Scenario three: The use of information has an impact on the interests of the individual even 

if it is a minor impact, for instance, when individual is treated differently than others.  

iv. identifiability  

 
81 Art29WP, ‘Opinion 4/2007 on the concept of personal data’ (2007) 01248/07/EN, p. 6.  
82 Ibid, p. 7-8. 
83 Ibid, p. 10. 
84 Recital 27, GDPR.  
85 Art29WP, ‘Opinion 4/2007 on the concept of personal data’ (2007) 01248/07/EN, p. 9. 
86 Ibid. 
87 Ibid, p. 10-11. 
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As the fourth element of personal data, the information relates to an individual who is ’’identified or 

identifiable’’. Identifiability refers to the phenomenon that a piece of information enables 

distinguishing an individual from other individuals and makes the individual recognizable. The so-

called ’’identifiers’’ can allow to sing out an individual among others in a direct fashion, name or 

picture of a person being typical examples. Identifiers can also make it possible to identify a person in 

an indirect fashion when combined with other pieces of information. For example, a phone number, 

ID number profession of a person cannot all alone identify a person, however, if they are searched 

through a database of human resources, they can allow the identification combined with other 

information found in the database. Similarly, even colour of a t-shirt or whether a person is tall or 

short can  be potential identifiers if there is a possibility to single-out the individual with additional 

information, for example, if it is known that there was only one person with that clothing or height in 

a certain time and place.88  

Importantly for the CoRoSect project, it must be underlined that the European independent bodies 

and courts apply a very low threshold for determining whether a piece of information allows singling 

out a person, bringing a wide variety of information within the scope of personal data. Technological 

tools and devices that collect information on the behaviour of a machine can make it possible to 

identify or influence the behaviour of their user, or assign decisions for him or her without the 

necessity of identifying the identity of the individual in a strict sense.89 Personal data are not 

necessarily obvious identifiers such as name or ID number, but can also be, for instance, web 

surveillance tools, cookies or computerized files registering unique identifiers for individuals. Simple 

traffic data in an information system linked to the computer of an employee can be also be considered 

personal data.  

As noted above, information relating to an individual is not only characterized by its content but can 

be characterized by its purpose or impact. For example, a robot collects location data and detects 

body parts of a worker to avoid collusion. Even if it does not collect data on identifiable body parts of 

the workers (such as face), it may be argued that the collected data are personal data relating to an 

identifiable individual because the processing may have an impact on the individual, for instance, the 

impact of collusion in case of a defect.  

The wide definition of personal data is also evident in the concept of ’’identifiability’’, i.e. the 

possibility of identification. Even when a person does not possess all the necessary information to 

identify an individual at a particular point in time, there may still exist certain means that makes 

identification possible. For example, a business X share their customer’s financial information with 

company Y in order to calculate their business risks. To enable client confidentiality and reduce the 

shared information to a minimum, the business X assigns numbers for each customer without 

disclosing the identity of customers. Company Y is not able to know which number is assigned to which 

customer, thus cannot identify the identity of customers in a narrow sense, however shared 

information would still be considered personal data because business X possesses the means of 

identifying them.  

On the other hand, mere hypothetical possibility is not sufficient for identifiability. Recital 26 of GDPR 

refers to “all the means likely reasonably to be used by the controller or any other person”. The 

potential for identification should be dynamically assessed as long as data is kept, taking into account 

factors such as costs necessary for identification, legal risks of identification (e.g. breaches of 

 
88 Ibid, p. 12-13. 
89 Ibid, p. 14-15.  
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confidentiality duties) and the level of technological capabilities that can make identification 

possible.90  

In Breyer v Bundesrepublik Deutschland91, the CJEU considered that dynamic IP addresses registered 

by online media service providers when individuals visit their websites are personal data, although 

another person, internet service provider, has additional information that can enable identification of 

the owners of an IP address. The court noted that all information necessary for identification does not 

need to be at the hands of one person. The court analysed whether online media service providers 

have the means likely reasonably to be used to identify individuals visiting websites.  Internet service 

providers are not legally allowed to transfer the additional data necessary for identification to media 

service providers, however, in certain circumstances such as cyber-attacks, the latter has the legal 

means to request from public authorities to receive the additional data from the internet service 

providers to hold attackers criminally liable. Therefore, it was considered that online media service 

providers have the means for identification, which meant that IP addresses registered by online media 

providers are considered to be personal data.   

5.2.2 Special Categories of Data  
The GDPR distinguishes certain types of data as special categories of data, or the so-called ’sensitive 

data’, which are afforded a higher level of protection due to their link to the data subject’s autonomy 

and dignity, and importance for the protection of data subject’s rights. Such data includes personal 

data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade 

union membership, and the processing of genetic data, biometric data for the purpose of uniquely 

identifying a natural person, data concerning health or data concerning a natural person's sex life or 

sexual orientation.92 

5.2.3 Anonymous and Pseudonymised Data 
As a technical and organizational measure, personal data can be anonymised to prevent the 

identification of an individual. Anonymisation refers to the process in which all elements allowing the 

identification of an individual are removed from personal data so that the individual is no longer 

identifiable (See Figure 5).93 Anonymisation breaks the link between identifiability and the rest of the 

constituents of personal data, rendering it non-personal. Thus, the GDPR does not apply to 

anonymous data.94  

 
90 Ibid, p. 15. 
91 CJEU C-582/14, Patrick Breyer v Bundesrepublik Deutschland, 12 May 2016. 
92 Art. 9(1), GDPR.  
93 Art29WP, ‘Opinion 05/2014 on Anonymisation Techniques’ (2014) 0829/14/EN, p. 5.  
94 It must be clarified that anonymization is a kind of processing personal data, therefore GDPR applies to the 
anonymization itself. This means that anonymization of personal data can be carried out only if it is lawful under 
GDPR.  



39 
 

 

Figure 5 Anonymized Data 

Pseudonymisation, on the other hand, does not change the personal character of data. It refers to a 

way of processing ’’personal data in such a manner that the personal data can no longer be attributed 

to a specific data subject without the use of additional information’’.95 Identifying elements such as 

name, date of birth or address are replaced by a pseudonym or an identifier, and kept separately from 

the rest of the information relating to the individual. Such identifiers are further protected on a 

technical and organisational level, for instance by allowing only a limited number of authorized 

persons to access to the pseudonymised data.96 There are different pseudonymisation techniques, 

one of them being data encryption.97  Pseudonymisation is one of the technical measures that help to 

protect personal data, minimize the risks to the rights of the data subject, and comply with the GDPR 

obligations.98  

5.2.4 Non-Personal Data  
Non-personal data are all kinds of information that fall outside the scope of personal data such as 

environmental or industrial data. It may be  manually processed or machine- generated data that is 

characterized by the fact that it does not relate to an identified or identifiable individual. Data 

protection law does not apply to non-personal data. Nevertheless, non-personal data may be subject 

to EU law and national laws establishing legal and technical limitations to the free movement of non-

 
95 Art. 4(5), GDPR.  
96 Council of Europe, Explanatory Report to the Protocol amending the Convention for the Protection of 
Individuals with regard to Automatic Processing of Personal Data, 2018, para. 18.  
97 Art29WP, ‘Opinion 05/2014 on Anonymisation Techniques’ (2014) 0829/14/EN, p. 20-21. 
98 Recital 28 and Art. 25(1), GDPR.  
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personal data. Such limitation includes data localisation requirement for data used for public security 

purposes.99  

At the EU level, Regulation (EU) 2018/1807 (Regulation on the Free Flow of Non-Personal Data) applies 

to non-personal electronic data with the aim of facilitating free storage and processing of non-

personal data throughout the EU.100 Regulation on the Free Flow of Non-Personal Data encourages 

services providers such as cloud service providers to develop codes of conduct regarding the 

conditions under which users can move data between cloud service providers and back into their own 

IT environments. It also clarifies that cybersecurity requirements applicable to businesses storing and 

processing data will continue to apply to storage or processing data across borders in the EU or in the 

cloud.101 

5.2.5 Challenges to Personal & Non-Personal Data Distinctions 
The GDPR and Regulation on the Free Flow of Non-Personal Data are two distinct yet complementary 

instruments, which together govern the free flow of data in the EU. Two separate instruments 

applicable to personal or non-personal data may suggest that if the personal data criteria are followed, 

the applicable framework can be identified depending on the type of data. However, the 

differentiation between personal and non-personal data is not an easy task in practice, making it 

difficult to determine which rules are applicable. This sub-section points out two challenges to such 

distinction.  

The first challenge relates to the mixed datasets, being the most-used data set in the data economy.102 

Especially, mixed datasets are common in the context of new technologies involving AI and big data 

analytics.103 The European Commission provides guidance regarding the applicable framework to 

mixed datasets, providing the following examples of them104: 

• a company database including information on individual IT incident reports; 

• data collected through an IoT device to make predictions relating to individuals; 

• a research project’s database containing both raw data and anonymised statistical data;  

• analysis of operational log data of manufacturing equipment.  

In case personal and non-personal data can be distinguished within a dataset, each legal framework 

will apply to the relevant type of data.105 However, the personal and non-personal data parts of the 

datasets are ’’inextricably’’ linked, meaning that it would not be practically possible, economically 

efficient or technically feasible to separate them, GDPR applies to the whole dataset.106 A decrease in 

dataset’s value or necessity to invest in additional products and services may substantiate the 

 
99 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on a 
framework for the free flow of non-personal data in the European Union, OJ L 303, 28.11.2018.  
100 European Commission, Free flow of non-personal data, Available at: https://digital-
strategy.ec.europa.eu/en/policies/non-personal-data accessed 21 October 2021. 
101 Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on a 
framework for the free flow of non-personal data in the European Union, OJ L 303, 28.11.2018, Recital 33-34. 
102 European Commission, Communication from the Commission to the European Parliament and the Council, 
Guidance on the Regulation on a framework for the free flow of non-personal data in the European, 29.05.2019, 
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0250&from=EN, accessed 21 
October 2021, p. 8. 
103 Ibid. 
104 Ibid. 
105 Ibid, p. 8-9. 
106 Art. 2(2), Regulation (EU) 2018/1807 of the European Parliament and of the Council of 14 November 2018 on 
a framework for the free flow of non-personal data in the European Union, OJ L 303, 28.11.2018. 
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motivation not to separate the datasets. In fact, data controller does not have an obligation to do 

so.107 Where dataset stays as mixed, data controller will handle the dataset as a whole in accordance 

with the GDPR standards, regardless of the proportion of personal data within the dataset.108 As a 

result, the difference between the two data types will be meaningless in practice as they will both be 

treated the same way.  

The second challenge stems from the fluid nature of data. Technical capabilities resulting from 

increasingly available data points and sophisticated algorithms, coupled with the legal uncertainty as 

to what means are ’’reasonably likely’’ to single out an individual make it possible that certain personal 

data may be wrongly considered as non-personal.109 Article 29 Working Party acknowledges that none 

of the anonymisation techniques is free from shortcomings, and their effectiveness in making 

identification impossible have been challenged in the literature.110 In addition, even anonymized data 

can become personal again, depending upon the purpose of the further processing and future data 

linkages.111 Therefore, some authors advocates for a dynamic understanding of data, arguing that the 

responsibility of recipients of anonymous data does not come to an end because GDPR principle is no 

longer applicable. For those who consider anonymizing data, Article 29 Working Party recommends 

taking into account the inherent limitations of anonymisation techniques in light of the purpose of 

anonymisation and increasing robustness by combining different types of techniques.112  

5.2.6 Data Protection Principles  
As provided in D1.1 Ethical and Legal Framework: Initial Assessment Report, GDPR incorporates a set 

of principles that must be applied to the processing activities carried out by CoRoSect project from 

the beginning to the end. Data protection principles provide a general framework, which is then 

applied in more detailed provisions of GDPR. They provided the basis for the application of the data 

subject’s rights and obligations provided in data protection legislation. All data protection rules at the 

national level should comply with these principles.  Deviations and exemptions from these principles 

are possible when these are provided for by law, pursue a legitimate aim and be necessary and 

proportionate measures in a democratic society.113 For completeness and clarity, six data protection 

principle are summarized below (See Figure 6).  

 
107 European Commission, Communication from the Commission to the European Parliament and the Council, 
Guidance on the Regulation on a framework for the free flow of non-personal data in the European, 29.05.2019, 
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0250&from=EN, accessed 21 
October 2021, p. 10. 
108 Ibid. p. 9. 
109 M. Fink and F. Pallas, ‘They Who Must Not Be Identified—Distinguishing Personal from NonPersonal Data 
under the GDPR’ (2020) 10 International Data Privacy Law, p. 11-12.  
110 P. Ohm, ‘Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization’ (2009) 57 UCLA 
Law Review 1701. 
111 S. Stalla-Bourdillon and A. Knight, ‘Anonymous Data v. Personal Data - False Debate: An EU Perspective on 
Anonymization, Pseudonymization and Personal Data’ (2016) 34 Wisconsin International Law Journal 284. 
112 Art29WP, ‘Opinion 05/2014 on Anonymisation Techniques’ (2014) 0829/14/EN, p. 23-24.  
113 Art. 23(1), GDPR. 
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Figure 6 Data Protection Principles 

Lawfulness, fairness and transparency: Personal data should be processed lawfully, fairly, and in a 

transparent manner in relation to the data subject.114  

• To be considered lawful, processing activities should be based on a legal ground established 

by law. GDPR provides an exhaustive list of six legal grounds on which processing activities 

can rely on, which are further discussed in the context of CoRoSect below in 5.3.  

• The requirement of fairness prohibits the collection of processing of personal data in an unfair, 

deceptive or secret manner. Fairness of processing ensures a fair relationship between the 

data controller and the data subject. The controller should inform the data subjects about the 

potential risks and demonstrate compliance with the data protection rules.115  

• For processing activities to be transparent, data subject should be informed in a clear and plan 

language about the processing activities, including information on what data is being or will 

be processed, who will process it for which purpose and data subject’s rights.116 Transparency 

guarantees that all necessary information is provided to the individuals ideally before the 

processing starts and is available during the processing and upon request of the individual 

whose data is processed.  

Purpose limitation: Personal data shall be obtained for explicit and well-defined purposes determined 

before personal data is collected.117 For further processing for a new purpose to be legitimate, the 

new purpose must be compatible with the initial purpose of collection of personal data, or the new 

processing must have its own legal ground. Further processing for archiving purposes in the public 

 
114 Art. 5(1)(a) and Art. 9(1), GDPR.  
115 EU Agency for Fundamental Rights, Handbook on European Data Protection Law, Luxembourg, Publications 
Office of the European Union, 2018, p. 118.  
116 Recital 39, GDPR. 
117 Art. 5(1)(b), GDPR. 
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interest, scientific or historical research purposes or statistical purposes enjoy an exception to this rule 

if protective measures (such as e pseudonymisation) are in place.118  

Data minimisation: Only relevant data that is necessary for achieving the purpose of the processing 

shall be collected.119 Personal data should not be collected if the purpose of processing can be 

reasonably fulfilled by other means.120 

Data accuracy: Collected data should be kept accurate and up-to-date. This also means that inaccurate 

data should be erased or corrected without delay.121  

Storage limitation: Where personal data is processed, it must be kept only as long as it is necessary 

for the project purposes to be achieved.122 

Data Security (integrity and confidentiality): Technical or organisational measures should be taken to 

ensure appropriate security of the processed personal data, protecting them against unauthorised or 

unlawful processing and against accidental loss, destruction or damage.123 Such measures include124: 

• the pseudonymisation and encryption of personal data; 

• measures to ensure ongoing confidentiality, integrity, availability and resilience of processing 

systems and services; 

• measures to restore the availability and access to personal data in a timely manner in the 

event of a physical or technical incident; 

• regularly testing, assessing and evaluating the effectiveness of technical and organisational 

measures for ensuring the security of the processing. 

State of the art of technology, the scope of processing, costs and risks associated with it can be taken 

into account when determining and implementing the appropriate measures.125   

Accountability: The principle of accountability refers to the data controller’s obligation and 

responsibility to ensure compliance with the five principles described above. Data controllers should 

consider whether the processing activities comply with them and take the relevant technical and 

organisational measures. For instance, the data controller can demonstrate compliance by keeping 

records of processing activities and carrying out Data Protection Impact Assessment.  

5.3 An Overview of Personal Data in CoRoSect  

5.3.1 Processing Employee Data  
As CoRoSect will be tested and used in the working environments, employees of the end-users are 

expected to be in the closest proximity to the developed tools and technologies. Therefore, any 

potential data protection impacts of the CoRoSect closely relates to the employees of the end-users. 

It has been long established in European law and jurisprudence that employees enjoy the protection 

 
118 Art. 89(1), GDPR. 
119 Art. 5(1)(c), GDPR. 
120 Recital 39, GDPR. 
121 Art. 5(1)(d), GDPR. 
122 Art. 5(1)(d), GDPR. 
123 Art. 5(1)(f), GDPR. 
124 Art. 32, GDPR. 
125 Art. 25(1), GDPR. 
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afforded by data protection law.126 In the private sector, processing activities carried by employers in 

relation with their employees’ personal data are governed by the general provisions of GDPR, except 

where GDPR or a national law in the country in which the relevant consortium partner operates 

provide a special provision.127 Therefore, collective labour contracts that include data protection 

clauses or other form of documents (e.g.  consent forms)  allowing the processing of personal data of 

employees should comply with the rules on European level, on the one hand, and with the national 

laws on the other.128With a view of the employment context and key issues and examples surrounding 

the working environment, WP29 Working Party provides guidance concerning the processing of 

personal data at the workplace in a legal and proportionate manner, which are applicable to all kinds 

of employment relationship, regardless of its nature (be it based on employment contract, freelance 

or another form)129. Rapid technological developments enable news forms of data processing 

activities, including systematic and intrusive forms of data processing, creating new types of risks and 

challenges to the data protection framework in the employment context.130  

New technological devices and tools make it possible to collect and process data in less overt ways in 

comparison with traditional tools that can be more visible to its surroundings.131 Data collected by a 

visibly seen camera in the entrance of a workplace, for instance, can be better anticipated compared 

to location data constantly collected through a smart device. Unawareness, among employees, 

regarding the nature and purpose of such tools and devices would put the fairness of the data 

processing at risk. This is why, it is of utmost importance to comply with the transparency principle, 

which requires, among others, informing data subject whether processing takes place and how and 

why it is carried out.132 Personal data should be processed in a fair manner, finding a balance between 

the interests pursued by the employer- which may include economic interest- and the rights of the 

data subject, in this case, the employee. In addition, technological devices provided to the employees 

should follow data protection by design and by default principle.133 The impacts of the tools and 

devices that will process the employees’ personal data should be assessed by carrying out a Data 

Protection Impact Assessment.134  

In addition to the above-mentioned challenge posed by new technologies, the very nature of 

employment relationship may create a challenge for the application of data protection rules and 

principles. In traditional labour law perspective, the relation between employer and employee is the 

one between a subordinate and superordinate, resulting from the economic imbalance between two 

 
126 Niemietz v. Germany, No. 13710/88, 16 December 1992 (ECtHR); Copland v. the United Kingdom, 
No. 62617/00, 3 April 2007; 6 CJEU, C-342/12, Worten – Equipamentos para o Lar SA v. Autoridade para as 
Condições de Trabalho (ACT), 30 May 2013, p. 19.  
127 Art. 88, GDPR; Art. 9(2)(b) of GDPR provides such provision which allows employers to process sensitive data 
of their employees (such as health data or biometric data used to uniquely identify an individual) in order to 
fulfil their legal duties as an employer (e.g. social security). 
128 Osborne Clarke, GDPR and "consent" in employment contracts: employers must take a new approach’ 
https://www.osborneclarke.com/insights/gdpr-and-consent-in-employment-contracts-employers-must-take-
a-new-approach, accessed 7 December 2021. 
129 Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249, p. 4.  
130 Hendrickx F, ‘Privacy 4.0 at Work: Regulating Employment, Technology and Automation’ (Regulating for 
Globalization, 23 September 2019) http://regulatingforglobalization.com/2019/09/23/privacy-4-0-at-work-
regulating-employment-technology-and-automation/ accessed 19 November 2021. 
131 Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249. 
132 Council of Europe, Committee of Ministers (2015), Recommendation Rec(2015)5 to member states on the 
processing of personal data in the context of employment, April 2015, para. 10; WP29 ’Opinion 2/2017 on data 
processing at work at Work’ (2017) 17/EN WP 249, p. 8. 
133 Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249, p. 8.; Art. 35, GDPR. 
134 Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249, p. 8.  

https://www.osborneclarke.com/insights/gdpr-and-consent-in-employment-contracts-employers-must-take-a-new-approach
https://www.osborneclarke.com/insights/gdpr-and-consent-in-employment-contracts-employers-must-take-a-new-approach
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sides, as well as the legal authority exercised by the employer over the employee.135 Therefore, the 

application and interpretation of certain rules and principles of GDPR in the employment context may 

require special attention. This is, for instance, the case when an employee agrees to the processing of 

personal data through a consent form or a contract. As explained further below, GDPR requires that 

data processing is lawful, i.e. it has a legal basis. Consent is one of such legal basis. However, it is 

questionable whether employees can give their consent freely for the processing activities at the 

workplace. Due to the implicit dependency of the employee to the employer, employee may feel 

obliged to give consent or agree to the employment contract that bundles data protection clauses and 

other unrelated clauses, which opens the question of whether employee’s consent is ’’free’’, and 

therefore valid.136 The answer to this question and other employment-relevant issues are addressed 

in the relevant sub-sections below.137  

5.3.2 Image and Video Recordings  
CoRoSect is expected to collect video recordings demonstrating individuals performing a task in order 

to train AI-models that will perform the same task, as well as collecting data through sensors and 

robots in order to detect and recognize objects and human actions in order to handle insect farm 

operations.138 Where video recordings, including images and sound, relate to an identified or 

identifiable individual, they fall under the definition of personal data, meaning that they should be 

collected and processed in accordance with the data minimisation principle and other data protection 

principles described in this deliverable.  

Due to the potentially intrusive nature of video images and the risks involved with them, Article 29 

Working Party and its successor, EDPS, separately addressed in their opinions and guidelines key issues 

regarding the application of data protection law to video recordings.139 Even when video recordings 

are lawfully collected for a legitimate purpose, their availability makes them prone to the risk of 

misuse and further use for initially unexpected purposes, which calls for careful consideration of their 

use in a GDPR-compatible manner.140  

The use of image and video recording techniques and its compatibility with GDPR is especially 

pertinent in the employment environment. The issue has been addressed in the context of 

continuously monitoring the behaviour of employees and video surveillance in the workplace through 

devices such as CCTV cameras. Video surveillance systems aimed directly at controlling the 

performance at work is, as a matter of principle, prohibited.141 Monitoring the facial expressions of 

employees are likewise considered unlawful.142 Labour laws in each country may have additional rules 

or safeguards. 

 
135 EU Agency for Fundamental Rights, Handbook on European Data Protection Law, Luxembourg, Publications 
Office of the European Union, 2018. 
136 See Osborne Clarke, GDPR and "consent" in employment contracts: employers must take a new approach’ 
https://www.osborneclarke.com/insights/gdpr-and-consent-in-employment-contracts-employers-must-take-
a-new-approach, accessed 7 December 2021. 
137 See below 5.4. 
138 See particularly WP5 and WP8. 
139 Article 29 Data Protection Working Party, ‘Opinion 4/2004 on the Processing of Personal Data by Means of 
Video Surveillance’ (2004); EDPB, Guidelines 3/2019 on processing of personal data through video devices’ 
(2019). 
140 EDPB, Guidelines 3/2019 on processing of personal data through video devices’ (2019), p.4  
141 Art29WP Opinion 4/2004 on the Processing of Personal Data by means of Video Surveillance p.25. 
142 Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249, p.19.  
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5.3.2.1 Nature of Data 

Regarding the nature of data, it should be noted that even if a video image is not viewed or used to 

identify a natural person or it was viewed by not recorded, it can still be considered personal data. 

The identifiability element of personal data implies the possibility of identification rather than an 

actual identification. For instance, further information held by other persons can still make the 

identification a possibility.143 However, this possibility is limited to the ‘’means reasonably likely to be 

used’’ in all circumstances.144 When cameras attitude or angle does not allow identifying natural 

persons or the costs and technical capacity necessary for identification are beyond what are 

reasonable to use, data collected can be considered as non-personal.  

If the personal data collected through visual image also constitute a special category of data, the 

processing can be carried out only under exceptional circumstances described under Article 9(2) of 

GDPR (including explicit consent or employer’s legal obligations). Special categories include biometric 

data processed  ’’for the purpose of uniquely identifying’’ a person such as fingerprints, voice or face 

recognition. As the wording suggests, visual image or voice data can be considered as sensitive data, 

depending on the context in which they are used. One of the recitals of GDPR clarifies that 

photographs are considered as biometric data only when they are subject to a special technique in 

order to find out the identity of the person in the photograph.145 As a consequence, visual images or 

voice are not automatically considered as sensitive.146  

5.3.2.2 Necessity 

Once it is deemed that personal data may be collected through video devices, cameras or other similar 

devices, it should be assessed, in light of the data minimisation principle,  whether the use of video 

recordings are necessary to achieve the targeted purpose, and the recordings should be processed for 

that particular purpose.147 This involves the examination of whether there are other means that can 

be used to achieve the same goal, which would be less intrusive to the data subject’s rights and 

interests.148 Video images relating to individuals should be an option if the purpose of the processing 

cannot be reasonably fulfilled by other means. For instance, if a car’s video camera that assists in 

parking can be designed in a way that it does not collect information about other individuals (such as 

the licence plate of another car), the preference should be given to design it in that way. Similarly, the 

possibility to use an anonymised version of images and recordings can be explored.  

Where personal data needs to be collected, and anonymisation is not possible, techniques used to 
record and process videos and images of individuals are subject to other guarantees, such as 
securing data with pseudonymisation or encryption, applying storage limitation and fulfilling data 
subject’s access rights.  

5.3.3 Connected Devices for Human-Machine Interaction 
In order to enable a human-robot collaborative working environment, CoRoSect is expected to explore 

the use of augmented reality or virtual reality-based connected devices such as wearable glasses and 

gloves. Such devices will provide information to provide human input to AI-based systems or enable 

human-robot interaction. In case information collected and processed through such devices such as 

visual and haptic information relating to an identifiable person, it will be qualified as personal data, 

 
143 Article 29 Data Protection Working Party, ‘Opinion 4/2004 on the Processing of Personal Data by Means of 
Video Surveillance’ (2004), p. 15.  
144 See above 4.2.1.  
145 Recital 51, GDPR. 
146 EDPB ‘Guidelines 02/2021 on virtual voice assistants‘ (2021), p. 23, see footnote 31.   
147 For legally accepted purposes, please see below 4.3.  
148 EDPB, Guidelines 3/2019 on processing of personal data through video devices’ (2019), p.8. 
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triggering the application of GDPR. This may be the case when collected data include audio and video 

material, location, data received from the computer of an identified individual, as well as when such 

information are stored and transferred to other persons (such as service providers or device 

manufacturers). 

On the one hand, connected devices used in a business context can provide benefits in terms of 

employee safety, productivity and production efficiency.149 On the other hand, connected devices 

interacting with other devices and systems enable collecting, processing, storing and transferring an 

extensive amount of data, making them ‘’pervasive’’ and ‘’ubiquitous’’.150 Because of the ability of 

connected devices to collect and share data in a manner that may not be obvious to the data subject, 

European independent bodies pointed out the challenge they pose for data subject’s control over his 

or her data151.  Lack of transparency in the collection and processing of personal data may result in a 

situation where ‘’the user can lose all control on the dissemination of his/her data’’.152  

Further, the availability of mass amount of data collected through connected devices makes it possible 

to process them for further purposes, which were not initially expected or foreseen by the data 

subject.153 This may be the case, for instance, when data collected for ensuring network security is 

further used to evaluate the performance of employees or shared with third parties. In accordance 

with the purpose limitation principle, data can be processed for a secondary purpose if this purpose 

is compatible with the initial purpose. Otherwise, processing of the same data for secondary purposes 

would be treated as a new processing activity, which should have its own legal basis.154 If the 

secondary processing does not have a legal basis, the processing would be unlawful even if the initial 

collecting and processing were lawful. Connected devices are also subject to other principles, such as 

applying technical and organisational measures for data security.  

5.4 Finding a legal basis for Collecting, Processing and Using Personal 

Data in CoRoSect 
In line with the principle of lawfulness, personal data should be based on one of the six legal grounds 

enshrined under Art. 6(1) of GDPR. If the processing involves the so-called sensitive data, the 

processing is possible under a number of exceptional conditions prescribed under Art 9(2) of GDPR.  

Processing activities in CoRoSect project is expected to fall under one or more legal grounds in Art. 

6(1), which are further explained below.  

5.4.1 Consent  
Consent is one of the potential legal basis that may be relied on for lawful processing of personal data 

in CoRoSect. Consent shows agreement of the data subject to the processing of her personal data, and 

can manifest itself by a statement or a clear affirmative action of the data subject. Rationale behind 

obtaining consent is to give individuals the opportunity to exercise control over their personal data, 

 
149 EDPS ’Technology report No 1 Smart glasses and data protection’ (2019), p. 9. 
150 Art29WP, ’Opinion 8/2014 on the on Recent Developments on the Internet of Things’ (2014) 14/EN WP 223, 
p. 4.  
151 EDPS ’Technology report No 1 Smart glasses and data protection’ (2019); EDPB ’Guidelines 01/2020 on 
processing personal data in the context of connected vehicles and mobility related applications’ (2021) and 
WP29, ’Opinion 8/2014 on the on Recent Developments on the Internet of Things’ (2014) 14/EN WP 223, p. 6.  
152 Art29WP, ’Opinion 8/2014 on the on Recent Developments on the Internet of Things’ (2014) 14/EN WP 223, 
p. 6.  
153 Ibid, p. 7. 
154 See below 4.3.  
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determining whether or not data relating to them can be used by others.155 To make the control over 

data a reality, the formality of obtaining consent should reflect the real intent of the data subject and 

not just an ’’illusory’’ one.156 The control over one’s data cannot be exercised in a meaningful way if 

data subject is not given a real choice to reject the processing or is under direct or indirect pressure. 

A valid consent meets the following qualities:  

• freely given; 

• specific; 

• informed; 

• unambiguous. 

5.4.1.1 Challenges to Consent 

5.4.1.1.1 Free consent 

For consent to be considered freely given, data subject should have a genuine or real choice, and 

should be able to refuse or withdraw consent without facing any repercussions.157 In the AI context, 

one may wonder whether data subject can generally consent to the processing of her personal data 

through AI-based applications or through the use of data analytics. Free consent implies the 

granularity of consent, in other words, the ability to provide separate consents to a different type of 

processing activity.158 Data subject should be able to separately consent (or not consent) ’’essentially 

different kinds of AI-based processing’’.159 This may be the example of processing the same data to 

provide different type of advertisements to the data subject.   

Similarly, data subject’s freedom to make a choice might be impaired if consent is a pre-condition to 

have access to a service or a contract, although it is not necessary for the provision of such a service 

or performance of the contract. In such a case, consent should be obtained separately rather than as 

an integral part of a contract.160  

Free choice of a data subject may also be affected in case of power imbalance between the data 

subject and the controller. In the employment context, such power imbalance can be considered to 

exist between the employer and the employee because the latter may feel unable to refuse giving 

consent, fearing any potential negative consequences. For this reason, EDPB finds it unlikely that 

employees can consent freely to the processing of their personal data by their employers in most 

cases.161 Nevertheless, it acknowledges that employees’ consent can be exceptionally considered 

valid, where consenting or not consenting ’’will have no adverse consequences at all[.]’’162  Therefore, 

in case the employees of some of the consortium members will, for instance, participate in the pilots, 

consortium members should make sure that no adversary consequence is attached for not consenting 

or not participating. If consent is not seen as a viable legal basis for a particular processing activity, 

consortium members should not rely on consent and find another legal basis to rely on, such as a legal 

obligation or legitimate interests. 

 
155 Art29WP, ‘Guidelines on consent under Regulation 2016/679’ (2017) 17/EN WP259, p. 3. 
156 Ibid.  
157 Recital 42, GDPR.  
158 Recital 43, GDPR.  
159 European Parliamentary Research Service ‘The impact of the General Data Protection Regulation (GDPR) on 
artificial intelligence’ (2020), p. 43.  
160 Recital 43, Art. 7(4).  
161 EDPB, ‘Guidelines 05/2020 on consent under Regulation 2016/679’ (2020), p. 9. 
162 Ibid., Art29WP ’Opinion 2/2017 on data processing at work at Work’ (2017) 17/EN WP 249, p. 23. 
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The assessment of the validity of the employee’s consent is a highly context- specific one. EDPB 

provides the below example of a situation in which employees can freely consent163:  

Example: ’’A film crew is going to be filming in a certain part of an office. The employer asks all the 

employees who sit in that area for their consent to be filmed, as they may appear in the background 

of the video. Those who do not want to be filmed are not penalised in any way but instead are given 

equivalent desks elsewhere in the building for the duration of the filming.’’ 

 

Consortium members should assess whether they can process their employees’ data based on 
consent in the context of the circumstances surrounding the particular processing activities. Video 
recordings for a limited time with appropriate safeguards would be expected to be assessed 
differently than a technological tool that systematically monitors the behaviour of the employees 
for a longer period of time. If consent is not a viable option, another legal ground should be relied 
on. 

 

5.4.1.1.2 Specific Consent 

Consent should be given for a specific purpose described to the data subject clearly and 

unambiguously. If personal data will be processed for more than one purpose, every single processing 

activity should be explicitly indicated to the consenting data subject.164 The requirement of specificity 

may limit the possibility of further processing of data through AI-based applications or connected 

devices, for example data analytics, unless it was explicitly consented.165 If processing activities change 

in a way that would be unexpected to the data subject, a new consent for the changed purpose should 

be obtained.  

5.4.1.1.3. Unambiguous Consent  

Unambiguous consent manifests itself in a way that it casts no doubt on the data subject’s intention 

to consent. Use of default consent options (consent-based on silence) does not qualify as 

unambiguous.166  

5.4.2. Contract 
Contract can provide a legal basis where the processing of personal data is necessary to perform the 

contractual obligations or enter into a contract. As an example, a product purchase agreement can be 

relied on to process the purchaser’s name, address and contact details to deliver the product. 

Similarly, an employment contract between employee and employer can provide a basis for data 

processing of the employee. In these examples, a relevant question would be whether entering into a 

contract to have access to a product or service can authorize the processing of personal data through 

AI-based applications relevant to access that product or service. While there is not a clear-cut answer 

to this question, the exact purpose of the contract plays an important and determinative role. 

European supervisory authorities interpret the performance of a contract strictly, excluding 

processing activities that are not ’’genuinely’’167 necessary even if they are also included in the 

 
163 EDPB, ‘Guidelines 05/2020 on consent under Regulation 2016/679’ (2020), p. 9. 
164 EU Agency for Fundamental Rights, Handbook on European Data Protection Law, Luxembourg, Publications 
Office of the European Union, 2018,  p. 147.  
165 European Parliamentary Research Service ‘The impact of the General Data Protection Regulation (GDPR) on 
artificial intelligence’ (2020), p. 42. 
166 Art29WP, ’Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of 
Directive 95/46/EC’ (2014) 844/14/EN WP 217, p. 16. 
167 Ibid. See also EDPB, ‘Guidelines 05/2020 on consent under Regulation 2016/679’ (2020), p. 10.  
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contract. To give an example, setting up an automated database of employees’ names and contact 

details could be considered as necessary for the performance of an employment contract, whereas 

video surveillance in the workplace may fail the necessity test depending on the factual 

circumstances.168 

5.4.3. Compliance with a Legal Obligation  
The controller, can lawfully process personal data to comply with a legal obligation stemming from 

national law or EU law.169 This is the case, for example, when employers transfer their employees’ 

personal data to public authorities to fulfil the requirements of tax or social security law. Especially in 

the context of cybersecurity law, EU or national laws may create legal obligations to implement 

security measures in certain sectors, which may be a basis for deploying technologies that process 

personal data to tackle cybersecurity risks. In case the users of the CoRoSect technologies can 

demonstrate that processing personal data is necessary to fulfil a legal obligation, they can rely on this 

basis.  

5.4.4. Legitimate Interest 
In the context of CoRoSect, the legitimate interests of the controller or of a third party may also 

provide a legal basis for the processing activities.170 Controllers’ interests can follow a public interest 

that benefits society or a private interest such as economic interest. The examples may include the 

interest of the employer to ensure monitoring health and safety in the workplace or to ensure physical 

security, IT and network security.171 Because the processing activities also concern the fundamental 

rights and freedoms of the data subject, this legal ground requires balancing the interests of the 

controller against the interest of the data subject. Legitimate interests of the controller should be 

relied on only if they do not create excessive burden on the data subject.172 The interests at stake are 

not comparable in a quantitative manner, which is why finding a balance is not an easy task.173 

In assessing the interests of both sides, a variety of factors should be taken into account such as the 

nature of the controller’s interest, impact on the data subject and the existence of appropriate 

safeguards (such as information provided to the data subject regarding processing activities).174  

Whether the processing for the controller’s purposes is expectable for the data subject also plays a 

role in such an assessment.  

5.4.5. Vital Interests 
Processing of personal data is lawful if it is necessary to protect the interests of the data subject or of 

another natural person.175 Recital 46 of the GDPR clarifies that the aim of this legal ground is to 

 
168 Art29WP, ’Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of 
Directive 95/46/EC’ (2014) 844/14/EN WP 217, p. 17.  
169 GDPR Art. 6(1)(c). 
170 Art. 6(1)(f), GDPR. 
171 Art29WP, ’Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of 
Directive 95/46/EC’ (2014) 844/14/EN WP 217, p. 24-25. 
172 In Google Spain case, economic interest of Google has not been accepted as a justification to not to delete 
the search results concerning data subject due to the serious consequences of profiling individuals through 
search engines to data subject’s right to privacy and data protection. See CJEU, C-131/12, Google Spain SL, 
Google Inc. v. Agencia Española de Protección de Datos (AEPD), Mario Costeja González [GC], 13 May 2014. 
173 Art29WP, ’Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of 
Directive 95/46/EC’ (2014) 844/14/EN WP 217, p. 23. 
174 Art29WP, ’Opinion 06/2014 on the notion of legitimate interests of the data controller under Article 7 of 
Directive 95/46/EC’ (2014) 844/14/EN WP 217, p. 23-43. 
175 Art. 6(1)(d), GDPR.  
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’’protect an interest which is essential to the data subject’s life’’, implying that it is applicable in 

exceptional situations where the data subject’s life or health is in danger.176  

5.4.6. Public Task 
Processing personal data to perform a task in the interest of the public is lawful, which is typically the 

case of public authorities (such as a tax authority or law enforcement).177 Private enterprises 

authorized to perform a public task in an official capacity can also rely on this legal ground.   

In the context of the CoRoSect project and the developed technologies, consent and legitimate 
interest are the most likely legal basis that can justify the processing of personal data. In case of a 
request from public authorities to have access to information, as in the case of tackling 
cybersecurity threats, the basis may also be legal obligation. Controllers processing personal data 
during the development or use of CoRoSect technologies should carefully assess which legal basis 
suits the best to the processing activity at stake. The question of which legal ground is the most 
suitable for a particular processing activity is context-dependent. Based on the nature and purpose 
of processing, and dataset involved, consortium members processing personal data should assess 
which legal ground is the most appropriate to rely on. It is possible that more than one legal ground 
can be applicable to a processing activity. It would be recommended to keep track of all information 
regarding all applicable grounds. 

 

5.5 Rights of Data Subjects  
To ensure the implementation of data protection principles in an effective manner, GDPR sets out a 

number of rights that can be claimed by data subjects. Data subject’s rights aim to empower the 

individual relating to whom data is processed, granting them a way in which they can exercise control 

over their data. While GDPR sets the minimum threshold that should be respected at the EU level, 

each country may expand the protection afforded to individuals residing under their territory in their 

national laws.  

5.5.1 Right to Be Informed  
In order to ensure transparency of data processing, data subjects should be made aware of the fact 

that data relating to them is or will be collected and used. The principle of transparency implies the 

data subject’s right to know who use their data for which purposes and through which mean. 

Therefore, data controllers have an obligation to inform data subjects regarding the processing 

activities with clear and plain language in an easily accessible and understandable format.178 This is 

particularly important because non-compliance with this principle may hinder the data subject from 

exercising her other rights, such as the right to rectify or the right to object.179   

Depending on how personal data is or will be received, data controllers should provide the data 

subject with a number of information. If personal information is collected directly from the data 

subject, the following information should be provided to the data subject at the time when personal 

data are obtained:180  

• the identity and the contact details of the controller;  

 
176 Recital 46, GDPR. 
177 Art. 6(1)(e), GDPR. 
178 Article 12/1 and Recital 39, GDPR. 
179 CJEU, C-201/14, Smaranda Bara and Others v. Casa Naţională de Asigurări de Sănătate and Others, 
1 October 2015. 
180 Art. 13, GDPR.  
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• the contact details of the data protection officer (if applicable); 

• the purposes and legal basis of the processing;  

• the legitimate interests pursued by the controller or by a third party (if applicable); 

• the recipients or categories of recipients of the personal data;  

• information on the transfer of personal data to a third country or international organisation;  

• information regarding storage period; 

• the rights of data subject; 

• Information on whether the data subject is obliged to provide the personal data under a 

contract or a law; 

• Information on automated decision-making, including profiling (if applicable). 

If personal data is not directly obtained from the data subject, in addition to the above list of 

information, data subject should be provided with the categories of personal data collected and 

information on the source of personal data and whether it came from a publicly accessible source.181 

In the CoRoSect project, individuals may directly provide their personal information to a partner in 
the consortium, for example this might be the case for those who will participate in the pilots. In 
this situation, the required information should be provided to the data subject providing the data 
at the time when personal data are obtained from data subject. On the other hand, the use of AI, 
robotics and connected devices may result in capturing data relating to individuals without their 
knowledge or intention. To ensure the effective use of the right to be informed during the project 
and any future use, the technology should be developed and used in a way that will enable 
controllers to properly inform data subjects about the processing of data relating to them.     

 

5.5.2 Right to Access 
Right to access entitles data subject to obtain from the controller information as to whether or not 

personal data relating to him or her are being processed, and, if any, information regarding the 

processing activities such as purposes of the processing, categories, sources and recipients of personal 

data, storage period and data subjects rights.182 Data subjects have a right to receive a copy of the 

personal data undergoing processing.183 It is an essential principle that empowers individuals to verify 

whether data concerning them are being processed lawfully.184   

The right to access can be limited to a certain extent if its exercise would negatively affect trade secrets 

or intellectual property and especially the copyright protecting the software, although such limitations 

should not completely prevent data subjects from receiving information.185    

The design of CoRoSect technologies should allow data controllers to respond to any potential 

information request by data subjects who wish to exercise their right to access protected by GDPR. 

Data controllers should be able to keep records about the data collected and processed relating data 

subjects and trace back any processing activity relating to a given individual.  

 
181 Art. 14, GDPR. 
182 Art. 15(1), GDPR. 
183 Art. 15(3), GDPR. 
184 Recital 63, GDPR. 
185 Recital 63, GDPR. 
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 5.5.3 Right to Rectification 
Data subject has a right to request from the data controller to rectify or complete any personal data 

relating to her. Right to rectification imposes an obligation on data controllers to rectify without undue 

delay the inaccurate personal data.186  

 5.5.4 Right to Erasure  
In line with the data minimisation principle (requiring that no data that is more than necessary for the 

purpose of processing should be collected), data subject has a right to request from data controller to 

erase their own data under certain circumstances. For example, where the processing is based on the 

consent of data subject, and the data subject withdraws such consent, the data controller should 

delete the processed data unless there is another legal basis that can justify processing. Data 

controller is entitled to reject the request of erasure if one of the exceptions in GDPR applies.187  

In the context of artificial intelligence, the question arises whether the request to erase the personal 

data used to train an algorithmic model imposes an obligation on data controller to also delete the 

personal data or group data (i.e. trained algorithmic model) that are inferred from such personal data. 

It has been noted that inferred personal data would fall under the obligation of erasure because it still 

qualifies personal data relating to a natural person. On the other hand, inferred group data do not 

trigger such obligation as ’’data that are embedded in an algorithmic model are no longer personal’’.188  

 5.5.5 Right to Restriction of Processing 
Data subject has the right to restrict the processing of his or her personal data in one of the below 

situations:189 

• The accuracy of the personal data is contested and needs to be verified; 

• the processing is unlawful;  

• data subject needs the personal data for the establishment, exercise or defence of legal 

claims; 

• data subject has objected to the processing and the verification of the data subject’s claims 

need to be made.  

If processing is restricted, personal data can be still processed if data subject consents to it.190 Data 

controller should inform the data subject before lifting the restriction of his or her data.191 If the data 

in question was disclosed to third parties before its processing was restricted, data controller has an 

obligation to communicate the restriction to them. Data controller is disposed of this obligation if 

communicating with other parties is impossible or requires excessive effort.192  

5.5.6 Right to Data Portability 
Right to data portability entitles the data subject to receive his or her personal data from the controller 

in a structured, commonly used, and machine-readable format and have the data transferred to 

another controller.193 However, data subject can exercise the right to data portability only when he or 

 
186 Art. 16, GDPR. 
187 Art. 17(3), GDPR. 
188 European Parliamentary Research Service ‘The impact of the General Data Protection Regulation (GDPR) on 
artificial intelligence’ (2020), p. 57. 
189 Art. 18, GDPR. 
190 Art. 18/2, GDPR. 
191 Art. 18/3, GDPR. 
192 Art. 19, GDPR.   
193 Art. 19(1) and (2), GDPR. 
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she knowingly provided the personal data to the controller in the form of consent or a contract, and 

the data is processed in an automated manner.194 In other words, if the processing is based on another 

legal basis such as public interest or legitimate interests of the controller, data subject does not have 

the right to data portability. The right resembles the right to access, although the latter can be 

exercised in relation with all processing activities, regardless of their legal ground.  

As the data portability concerns personal data which individual  ’’provided’’ to a controller, data 

entered by the data subject, such as credentials or voice would fall under this right. However, in the 

context of processing through AI-based applications, there is uncertainty as to whether the right also 

covers the data collected by AI when tracking the data subject's activity or data inferred from the data 

entered by the data subject.195 These uncertainties may create a challenge for the determination of 

the scope of the right to data portability in the development and the use of CoRoSect technologies. In 

any case, where consent or a contract forms the basis of processing, development of the technology 

should make it possible to provide the individuals with their data in a structured, commonly used, and 

machine-readable format. 

5.5.7 Right to Withdraw Consent and Right to Object 
Where the processing is carried out based on the consent of the data subject, data subject has a right 

to withdraw her consent at any time.196 In all other cases, where processing has a legal basis different 

than consent, data subject can rely on her right to object to the processing. Where data subject 

exercises this right, the controller should stop the processing of the personal data of the data subject 

objects to the processing. Right to object does not grant the data subject a general right to terminate 

the processing in all circumstances. Data subject can request the termination of the processing carried 

out for direct marketing purposes, and the processing carried out in an automated manner in the 

context of information society services.197 Data subject can also request to stop the processing carried 

out for scientific, historical, or statistical purposes as long as such processing is not necessary for the 

performance of a task carried out for reasons of public interest.198 This means data subject can object 

to the processing for research carried out for private commercial purposes.199  

Further, right to object can be claimed if personal data are processed for the performance of a task 

carried out in the public interest or the controller’s legitimate interest. In this case, the data controller 

needs to weight the legitimate interests underpinning the processing activity against the interest of 

the data subject. If the interests of the data subject prevail over the interest pursued by the 

controller, processing activities should be terminated. Especially if the processing involves profiling 

of individuals, it would generally be more challenging to argue that a controller’s interest to profile 

the individual would prevail over the data subject’s rights due to the intrusive nature of profiling on 

the data subject’s privacy and rights.  

Where consortium members process personal data during the pilots or other research activities 
based on consent, they should facilitate the exercise of the right to withdraw the consent upon the 
request of the data subject.  

 
194 Art. 19(1), GDPR. 
195 European Parliamentary Research Service ‘The impact of the General Data Protection Regulation (GDPR) on 
artificial intelligence’ (2020), p. 57. 
196 Art. 7(3), GDPR. 
197 Art. 21, GDPR. 
198 Art. 21/6, GDPR. 
199 European Parliamentary Research Service ‘The impact of the General Data Protection Regulation (GDPR) on 
artificial intelligence’ (2020), p. 59. 
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5.5.8 Right not to Be Subject to Automated Individual Decision-Making 
Article 22 of GDPR introduces the data subject’s right ’’not to be subject to a decision based solely on 

automated processing, which produces legal effects concerning him or her or similarly significantly 

affects him or her’’ (profiling, analysis of behaviour or work performance). The provision sets out a 

general prohibition of fully automated processing, except when there is explicit consent, the necessity 

for a performance of a contract to which data subject is party or a legal basis under EU or national 

law.200 Decision-making based on solely automated means are subject to measures and safeguards of 

data subjects’ rights such as the right to obtain human intervention on the part of the controller, to 

express his or her point of view and to contest the decision.201 

5.6 International Data Transfers 
As indicated in D1.1 Ethical and Legal Framework: Initial Assessment Report, international transfers 

are restricted to a number of occasions in EU law and are subject to the conditions prescribed under 

GDPR. Transfer from European Economic Area (EEA) members to non-EEA members will be handled 

in accordance with GDPR. 

In the context of any potential personal data transfers from CoRoSect members established in the EU 

to Norway and Serbia, it is worth referring to the explanation made in D1.1 Ethical and Legal 

Framework: Initial Assessment Report:  

Regarding Norway: Since the EU data protection rules apply to the European Economic Area (EEA) -

which includes all EU countries and non-EU countries Iceland, Liechtenstein and Norway-, all data 

protection provisions apply directly to Norway, without any further measures required.  

Regarding Serbia: As there has been no adequacy decision for Serbia, the Consortium needs to explore 

the use of the Standard Contractual Clauses issued by the European Commission to offer sufficient 

safeguards on data protection (i.e. Decision 2001/497/EC, Decision 2004/915/EC and Decision 

2010/87/EU).  

FSH, the only consortium partner established in Serbia, is involved in the dissemination, 

communication and community building activities in accordance with the project’s D11.9 Data 

Management Plan and through the direct involvement of its Data Protection Officer (DPO) in the 

project.  As of 17 November 2021, KU Leuven has been informed that the Consortium does not expect 

to transfer any datasets involving personal data to FSH. The consortium is aware that in case of any 

transfer to third countries, it should be ensured that the data subject will be sufficiently protected by 

the recipient.  

5.6.1 Update Regarding the United Kingdom 
With regards to the United Kingdom, D1.1 Ethical and Legal Framework: Initial Assessment Report 

noted that the draft adequacy decisions concerning transfers from EU to the UK are in the process of 

approval. In fact, on 28 June 2021, EU Commission published adequacy decisions in respect of the UK, 

finding the UK provides adequate protection for personal data transferred from the EU to the UK 

under the EU GDPR.202 This means that transfer of personal data to the UK can take place based on 

 
200 Art. 22(2), GDPR. 
201 Art. 22(3), GDPR. 
202 Information Commissioner’s Office, What is adequacy? <https://ico.org.uk/for-organisations/dp-at-the-end-
of-the-transition-period/data-protection-and-the-eu-in-detail/adequacy/> accessed 19 November 2021.  
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these adequacy decisions. The so-called adequacy decisions are expected to be valid until 27 June 

2025. They will expire on this date, unless the European Commission will extend them.   
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6 Conclusion 

Building upon D1.1 Ethical and Legal Framework: Initial Assessment Report, this report specified the 

legal and ethical framework applicable to the development and use of CoRoSect technologies. The 

challenges arising from factors such as data quality, biased training data and safety deficits make AI 

systems vulnerable to risks. This report identified the potential risks to workplace safety, workers’ 

physical safety and integrity, privacy and data protection. It further suggested technical and non-

technical measures that can be implemented by the members of the CoRoSect consortium to ensure 

the mitigation of these risks. The recommendations and suggestions in this report will guide the 

development of the CoRoSect technologies and will provide a basis to further evaluate the 

implementation of the requirements in the next phases of the project. 

Technologies developed by the CoRoSect project will constitute the pieces of equipment that will be 

used in the insect farm premises in the production and handling of insects. This cutting-edge 

equipment will be important tools to carry out the management procedures and decision-making in 

the production practices, feeding, watering and measuring the environmental conditions such as 

temperature, humidity and light. They should be therefore designed in a manner that they ensure that 

the insect producers can comply with their obligations regarding health and workplace safety, food 

and feed safety, animal wellbeing and data protection. The development of legally and ethically 

compliant, robust AI and robotics is important to ensure that unforeseen risks to food and feed 

hygiene, workers’ privacy and occupational risks are prevented and insect production practices are 

managed in an appropriate manner.  

It should be noted that the implementation of the identified ethical and legal requirements is a 

continuous process. It must start in the development phase and continue through the usage period. 

At this point, a rigorous analysis of the requirements must be conducted and re-designing possibilities 

must be considered if it is necessary. The highly skilled technical teams and organisational 

arrangements will play a crucial role in the implementation and evaluation of the mitigation measures.    
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